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ABSTRACT: 

The exponential growth of videos on YouTube has attracted billions of viewers among 

which the majority belongs to a young demographic. Malicious up loaders also find this platform 

as an opportunity to spread upsetting visual content, such as using animated cartoon videos to 

share inappropriate content with children. Therefore, an automatic real-time video content 

filtering mechanism is highly suggested to be integrated into social media platforms. In this 

study, a novel deep learning-based architecture is proposed for the detection and classification of 

inappropriate content in videos. For this, the proposed framework employs an ImageNet pre-

trained convolutional neural network (CNN) model known as EfficientNet-B7 to extract video 

descriptors, which are then fed to bidirectional long short-term memory (BiLSTM) network to 

learn effective video representations and perform multiclass video classification. An attention 

mechanism is also integrated after BiLSTM to apply attention probability distribution in the 

network. These models are evaluated on a manually annotated dataset of 111,156 cartoon clips 

collected from YouTube videos. Experimental results demonstrated that EfficientNet-BiLSTM 

(accuracy D 95.66%) performs better than attention mechanism based EfficientNet-BiLSTM 

(accuracy D 95.30%) framework. Secondly, the traditional machine learning classifiers perform 

relatively poor than deep learning classifiers. Overall, the architecture of Efficient Net and 

BiLSTM with 128 hidden units yielded state-of-the-art performance (f1 score D 0.9267). 
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1. INTRODUCTION: 

The creation and consumption of videos on social 

media platforms have grown drastically over the 

past few years. Among the social media sites, 

YouTube predominates as a video sharing 

platform with plethora of videos from diverse 

categories. According to YouTube statistics [1], 

the global user base of YouTube is over 2 billion 

registered users and more than 500 hours of video 

content is uploaded every minute. Consequently, 

billions of hours of videos are available where 

users of all age groups can explore generic as 

well as personalized content [2]. Considering 

such a large-scale crowd sourced database, it is 

extremely challenging to monitor and regulate the 

uploaded content as per platform guidelines. This 

creates opportunities for malicious users to 

indulge in spamming activities by misleading the 

audiences with falsely advertised content (i.e., 

video, audio or text). The most disruptive  
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behavior by malicious users is to expose the 

young audiences to disturbing content, 

particularly when it is fabricated as safe for them. 

Children today spend most of their time on the 

Internet and the YouTube platform for them has 

distinctly established itself as an alternative to 

traditional screen media (e.g., television) [3], [4]. 

The YouTube press release [5] also confirmed the 

high popularity of this social media site among 

younger audiences compared to other age groups, 

and the reason for this high level of approval is 

due to fewer restrictions [6]. 

                               Unlike television, children can 

be presented with any type of content on the 

Internet due to lack of regulations. Exposing 

children to disturbing content is considered as 

one among other internet safety threats (like 

cyber bullying, cyber 

predators, hate etc.) [7]. Bushman and Huesmann 

[8] confirmed that frequent exposure to disturbing 

video content may have a short-term or long-term 

impact on children's behavior, emotions and 

cognition. Many reports [9]_[12] identified the 

trend of distributing inappropriate content in 

children's videos. This trend got people's attention 

when mainstream media reported about the 

Elsagate controversy [13], [14], where such video 

material was found on YouTube featuring famous 

childhood cartoon characters (i.e., Disney 

characters, superheroes, etc.) portrayed in 

disturbing scenes; for instance, performing mild 

violence, stealing, drinking alcohol and involving 

in nudity or sexual activities. 

                        In an attempt to provide a safe 

online platform, laws like the children's online 

privacy protection act (COPPA) imposes certain 

requirements on websites to adopt safety 

mechanisms for children under the age of 13. 

YouTube has also included a ``safety mode'' 

option to filter out unsafe content. Apart from 

that, YouTube developed the YouTube Kids 

application to allow parental control over videos 

that are approved as safe for a certain age group 

of children [15]. Regardless of YouTube's efforts 

in controlling the unsafe content phenomena, 

disturbing videos still appear [16]_[19] even in 

YouTube Kids [20] due to difficulty in 

identifying such content. An explanation for this 

may be that the rate at which videos are uploaded 

every minute makes YouTube vulnerable to 

unwanted content. Besides, the decision-making 

algorithms of YouTube rely heavily on the 

metadata of video (i.e., video title, video 

description, view count, rating, tags, comments, 

and community _ags). Hence, altering videos 

based on the metadata and community _agging is 

not sufficient to assure the safety of children [21]. 

Many cases exist on YouTube where safe video 

titles and thumbnails are used for disturbing 

content to trick children and their parents. The 

sparse inclusion of child inappropriate content in 

videos is another common technique followed by 

malicious up loaders. Fig. 1 displays an example 

among such cases where video title and video 

clips are safe for children (as shown in Fig. 1(a)) 

but included inappropriate scenes in this video (as 

shown in Fig. 1(b) and Fig. 1(c)). The concerning 

thing about this example, including many similar 

cases, is that these videos have millions of views 

with more likes than dislikes, and have been 

available for years. Many other cases (as shown 

in Fig. 1(d)) also identi_ed where videos or the 

YouTube channel is not popular, yet contains 

child unsafe content especially in the form of 

animated cartoons. It is evident from examples 

that this problem persists irrespective of channel 

or video popularity. Furthermore, YouTube has 

disabled the dislike feature of videos which 

resulted in viewers being incapable of getting the 

indirect video content feedback from statistics. 

Since the YouTube metadata can be easily 

manipulated, it is suggested to better use video 

features for detection of inappropriate content 

than metadata features associated with videos 

[22]. 
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                          Prior techniques [23]_[28] 

addressed the challenge of identifying disturbing 

content (i.e., violence, pornography, etc.) from 

videos by using traditional hand-crafted features 

on frame-level data. In recent years, the state-of-

the-art performance of deep learning has 

motivated researchers to employ it in image and 

video processing. The most frequent applications 

of image/video classification employed the 

convolutional neural networks [29]_[31]. Apart 

from that, the long-short term memory (LSTM), a 

special type of recurrent neural network (RNN) 

architecture, has proven to be an effective deep 

learning model in time-series data analysis [32]. 

Hence, this study targets the YouTube multiclass 

video classification problem by leveraging CNN 

(Ef_cientNet-B7) and LSTM to learn video 

effective representations for detection and 

classi_cation of inappropriate content. We 

targeted two types of objectionable content 

geared towards young viewers, one, which 

contains violence and the second, which includes 

sexual nudity connotations. 

 

The main contributions of this study are 

threefold: 

1. We propose a novel CNN (Ef_cientNet-B7) 

and BiLSTM-based deep learning framework for 

inappropriate video content detection and 

classification. 

2. We present a manually annotated ground truth 

video dataset of 1860 minutes (111,561 seconds) 

of cartoon videos for young children (under the 

age of 13). All videos are collected from 

YouTube using famous cartoon names as search 

keywords. Each video clip is annotated for either 

safe or unsafe class. For the unsafe category, 

fantasy violence and sexual-nudity explicit 

content are monitored 

in videos. We also intend to make this dataset 

publicly available for the research community. 

3. We evaluate the performance of our proposed 

CNN-BiLSTM framework. Our multiclass video 

classifier achieved the validation accuracy of 

95.66%. Several other state-of-the-art machine 

learning and deep learning architectures are also 

evaluated and compared for the task of 

inappropriate video content detection. To 

summarize, this work can assist any video sharing 

platform to either remove unsafe video or 

blur/hide any portion of video involving unsafe 

content. Secondly, it may also help in the 

development of parental control solutions on the 

web via plugins or browser extensions where 

children inappropriate content filters 

automatically. The upcoming sections of the 

article are outlined as follows: Section II covers 

the related work in this research area. The 

methodology of our proposed system is explained 

in Section III. The experimental setup of the 

proposed system is presented in Section IV. The 

results obtained from the experimental setup are 

analyzed and discussed in Section V, and finally, 

Section VI concludes the work and directs some 

future scope for improvements. 

EXISTING SYSTEM: 

a periodicity-based audio feature extraction 

method which was later combined with visual 

features for illicit content detection in videos.  

 

The machine learning algorithms are usually 

employed as classifiers Liu et al. [38] classified 

the periodicity-based audio and visual 

segmentation features through support vector 

machine (SVM) algorithm with Gaussian radial 

basis function (RBF) kernel. Later on, they 

extended the framework [39] by applying the 

energy envelope (EE) and  bag-of-words (BoW)-

based audio representations and visual features.  

PROPOSED SYSTEM: 

1. The system proposes a novel CNN 

(EfficientNet-B7) and BiLSTM-based deep 

learning framework for inappropriate video 

content detection and classification. 

2. The system presents a manually annotated 

ground truth video dataset of 1860 minutes 

(111,561 seconds) of cartoon videos for young 

children (under the age of 13). All videos are 

collected from YouTube using famous cartoon 

names as search keywords. Each video clip is 
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annotated for either safe or unsafe class. For the 

unsafe category, fantasy violence and sexual-

nudity explicit content are monitored in videos. 

We also intend to make this dataset publicly 

available for the research community. 

3. The system evaluates the performance of our 

proposed CNN-BiLSTM framework. Our 

multiclass video classifier achieved the validation 

accuracy of 95.66%. Several other state-of-the-art 

machine learning and deep learning architectures 

are also evaluated and compared for the task of 

inappropriate video content detection. 

MODULES 

Service Provider 

In this module, the Service Provider has to login 

by using valid user name and password. After 

login successful he can do some operations such 

as           

Login, Train & Test YouTube Content Data Sets,  

View Trained and Tested Accuracy in Bar Chart  

, View Trained and Tested Accuracy Results 

,View Prediction Of YouTube Content Data Sets, 

View YouTube Content Data Sets Ratio , 

Download Predicted Data Sets ,View YouTube 

Content Data Sets Ratio Results ,View All 

Remote Users. 

View and Authorize Users 

In this module, the admin can view the list 

of users who all registered. In this, the admin can 

view the user’s details such as, user name, email, 

address and admin authorizes the users. 

Remote User 

In this module, there are n numbers of 

users are present. User should register before 

doing any operations. Once user registers, their 

details will be stored to the database.  After 

registration successful, he has to login by using 

authorized user name and password. Once Login 

is successful user will do some operations like   

REGISTER AND LOGIN, PREDICT 

YOUTTUBE CONTENT TYPE,  VIEW YOUR 

PROFILE. 
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CONCLUSION 

In this paper, a novel deep learning-based 

framework is proposed for child inappropriate 

video content detection and classification. 

Transfer learning using EfficientNet-B7 

architecture is employed to extract the features of 

videos. The extracted video features are 

processed through the BiLSTM network, where 

the model learns the effective video 

representations and performs multi class video 

classification. All evaluation experiments are 

performed by using a manually annotated cartoon 

video dateset of 111,156 video clips collected 

from YouTube. The evaluation results indicated 

that proposed framework of Efficient Net-

BiLSTM (with hidden units D 128) exhibits 

higher performance (accuracyD95.66%) than 

other experimented models including Efficient 

Net-FC, Efficient Net-SVM, Efficient Net-KNN, 

Efficient Net-Random Forest, and Efficient Net-

BiLSTM with attention mechanism-based models 

(with hidden units D 64, 128, 256, and 512). 

Moreover, the performance comparison with 

existing state-of-the-art models also demonstrated 

that our BiLSTM-based framework surpassed 

other existing models and methods by achieving 

the highest recall score of 92.22%. The 

advantages of the proposed deep learning-based 

children inappropriate video content detection 

system are as follows: 

1) It works by considering the real-time 

conditions by processing the video with a speed 

of 22 fps using Ef_cientNet-B7 and BiLSTM-

based deep learning framework, which helps in 

filtering the live-captured videos. 

2) It can assist any video sharing platform to 

either remove the video containing unsafe clips or 

blur/hide any portion with unsettling frames. 

3) It may also help in the development of parental 

control solutions on the Internet through plugins 

or browser extensions where child unsafe content 

can be filtered automatically. 

Furthermore, our methodology to detect 

inappropriate children content from YouTube is 

independent of YouTube video metadata which 

can easily be altered by malicious up loaders to 

deceive the audiences. In the future, we intend to 

combine the temporal stream using optical low 

frames with the spatial stream of the RGB frames 

to further improve the model performance by 

better understanding the global representations of 

videos. We also aim to increase the classification 

labels to target the different types of 

inappropriate children content of YouTube 

videos. 
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