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ABSTRACT: 

Concerns over deep fake’s ability to spread 

misinformation on social media are on the rise. 

With the aim of curbing the dissemination of 

misinformation online, we provide a deep learning-

based approach in this study for detecting machine-

generated deep fake tweets. In our method, we 

combine classification deep learning models with 

text representation using Fast Text embeddings 

from Twitter. We first conduct some basic 

processing on the tweet text, and then we use Fast 

Text embeddings to transform it into dense vector 

representations. These embeddings capture 

semantic information about the content of the tweet 

in order to distinguish between genuine and 

artificial tweets. We then use a Convolutional 

Neural Network (CNN) or Long Short-Term 

Memory (LSTM) model, which are both deep 

learning algorithms, to identify fabricated or 

genuine tweets. To train the model, we synthesize 

machine-generated tweets using state-of-the-art text 

creation techniques and feed them into a tagged 

dataset of tweets. Results from experiments 

conducted on a real-world dataset of tweets 

demonstrate that our technology is capable of 

detecting tweets created by machines. Our approach 

to deep fake detection on social media outperforms 

and is more accurate than competing algorithms. 

Our proposed approach provides a workable 

solution for identifying machine-generated tweets, 

which is a significant step towards combating the 

spread of misinformation on social media. 

INTRODUCTION: 

With the rise of deep fake technology, new 

challenges have surfaced in the fight against social 

media misinformation. The term "deep fake" is used 

to describe the process of creating artificial 

intelligence and machine learning content that seems 

real but is really fake. The misuse of this technology 

to create compelling false stories, propaganda, and 

other forms of misinformation has posed a significant 

threat to online discourse and public confidence. 

Deep fake information, especially in text form like 

tweets, is becoming more difficult to identify because 

to the sheer volume of content published on social 

media platforms and the ever-improving complexity 

of technology. Common in older detection algorithms 

include manual inspection and keyword-based 

techniques; however, they aren't scalable and may not 

be able to withstand sophisticated deep fake attacks. 

We provide a deep learning-based approach to detect 

deep fake tweets created by machines in this study. 

We use a combination of deep learning models and 

Fast Text embeddings—which may potentially 

extract semantic information from text—to categories 

tweets. Typically, the following domains benefit from 

our efforts: Using deep learning models and Fast Text 

embeddings, we provide a novel approach to detect 

machine-generated tweets. In order to demonstrate 

the efficacy of our method, we use a real-world 

dataset of tweets that include machine-generated 

tweets synthesized using cutting-edge text generation 

techniques. We show that compared to existing 

methods for detecting deep fakes on social media, 

ours is both more accurate and scalable. The outline 

for the rest of the paper is as follows: Section 2 

provides a review of the relevant and prior work on 

deep fake identification. The dataset, preprocessing 

techniques, and deep learning models used are 

described in depth in Section 3, which also includes 

an overview of our methodology. Section 4 presents 

the results of our experiments and a discussion of 

their significance. The essay is concluded and 
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recommendations for more research are offered in 

Section 5. 

Literature Survey: 

This study focuses on the top research and 

methodologies for recognizing deep fakes on social 

media using deep learning and Fast Text embeddings. 

The goal is to identify machine-generated tweets. 

This all-encompassing review of the existing 

literature discusses several methods, including their 

benefits and drawbacks.  

 

Deep fake Detection Techniques  

 

Networks capable of producing malicious actions 

(GANs)  

The Generative Adversarial Networks family of ML 

frameworks was established by Good fellow et al. 

(2014) and is used to create realistic data. There is 

perpetual rivalry between a GAN's discriminator and 

generator neural networks. The generator fabricates 

data, whereas the discriminator seeks to differentiate 

between authentic and misleading information. 

Recognizing GANs has become a major difficulty 

because to their widespread usage in deep fake 

building.  

 

Transformer Models  

 

Transformer models like GPT and BERT have 

increased text comprehension and generation 

capabilities, which have started a revolution in 

natural language processing (NLP) (Radford et al., 

2019; Devin et al., 2019). The capacity of these 

models to understand data contextual links via the use 

of self-attention processes is responsible for their 

effectiveness in text classification and production. 

One advantage of transformer-based models for 

identifying MGT is their exceptional ability to 

understand subtle language patterns. 

 

EXISTING SYSTEM: 

Current solutions for identifying social media deep 

fake material often use a mix of automatic and human 

techniques. In manual techniques, human moderators 

examine postings for inappropriateness and mark 

them for more scrutiny. Although this method does 

the job, it's laborious and won't work for the massive 

amounts of material shared on social media. 

Automated systems for detecting deep fakes often 

examine post content for patterns suggesting deep 

fake material using machine learning techniques like 

computer vision and natural language processing 

(NLP). These techniques may identify postings that 

could be false based on characteristics like the use of 

certain terms or phrases, the existence of particular 

visual artefacts, or content discrepancies. Never the 

less, there are a number of obstacles that current 

automated approaches to deep fake detection must 

overcome. For instance, when deep fake technology 

evolves, people could have trouble telling real 

material apart from machine-generated stuff. 

Furthermore, these algorithms could mistake 

legitimate items for malicious ones, a phenomenon 

known as false positives. 

DRAW BACKS: 

One major issue with current social media deep fake 

detection methods is that they:  

1. Inadequate Scalability: Since social media 

platforms host an enormous volume of material, 

manual solutions for deep fake detection, including 

human moderation, cannot handle it all. When it 

comes to creating material quickly and in large 

quantities, automated solutions may not be able to 

handle it.  

2. False Positives: Deep fake detection algorithms 

that rely on automation run the risk of mistakenly 

labeling real material as fake. The right to free 

expression might be compromised as a result of this.  

Thirdly, current automated approaches may not be 

able to identify deep fake material made utilizing 

advanced techniques because to their limited 

detection capabilities. Identifying real from false 

information is becoming more and more challenging 

as deep fake technology develops.  

PROPOSED SYSTEM: 

Using deep learning and Fast Text embeddings to 

identify machine-generated tweets, our proposed 

method for social media deep fake detection aims to 

solve the limitations of current solutions. The major 

components of our suggested system areas a means of 

representing the textual content of tweets, we make 

use of Fast Text embeddings. Differentiating between 

real and automated tweets relies on the semantic 

information that Fast Text embeddings can capture. 

In order to interpret the Fast Text embeddings and 

determine whether a tweet is real or created by a 

machine, we use deep learning models like CNNs or 
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RNNs in our system. We synthesize machine-

generated tweets using state-of-the-art text generation 

models, and these models are trained on a labeled 

dataset of tweets. 

HARDWARE & SOFTWARE 

REQUIREMENTS: 

 

ADVANATGES: 

Compared to current methods, our proposed deep 

fake detection solution for social media using Fast 

Text embeddings and deep learning has various 

benefits: 

1. Greater Precision: Our system outperforms state-

of-the-art approaches in accurately detecting 

machine-generated tweets by using deep learning 

models and Fast Text embeddings. 

2. Reliability in Real-World Scenarios: Our model is 

more resilient to adversarial assaults thanks to the 

usage of adversarial training approaches. 

Thirdly, our technology can scale to accommodate 

massive amounts of tweets shared on social media. 

SYSTEM ARCHITECTURE: 

 

MODULES: 

This project is comprised of the following modules, 

which have been implemented as REST based web 

services:  

The username and password for logging into the 

system are "admin" and "admin," respectively.  

Patterns for Loading Design Dataset upload to 

application: code: user will run this module after 

login.  

The first step is to transform the codes into a 

numerical vector. This vector will then be used to 

replace every word occurrence with its average 

frequency.  

The trained ML algorithms will use an 80:20 split 

between the processed numerical vector and the test 

vector. We will train a model using 80% of the 

dataset and then apply it to 20% of the test data to 

determine its accuracy.  

Use ML algorithms to rank user-uploaded test source 

code files in order to forecast correct design patterns. 

This will allow for the prediction of design patterns.  

 

SYSTEM STUDY 

In this phase, we determine if the project is feasible 

and provide a business proposal outlining the idea in 

broad strokes and providing ballpark figures for its 

expenses. The feasibility of the proposed system is 

accessed via system analysis. This will guarantee that 

the planned solution will not cause any issues for the 

company. To carry out a feasibility study, one must 

have a fundamental understanding of the system's 

main needs. 
 

SYSTEM DESIGN 

 

One way to remember UML is as the Unified 

Modeling Language. The acronym "UML" refers to 
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the universal modeling language, which is a standard 

for object-oriented software engineering. The 

standard is overseen and developed by the Object 

Management Group.  

Our long-term goal is for UML to become the 

standard language for representing OO programmes. 

The current version of UML consists of two primary 

components: the notation and the meta-model. 

Additionally, UML may be extended or connected to 

with other procedures or techniques in the future. The 

Unified Modeling Language is a powerful tool for 

defining, visualizing, building, and documenting 

artifacts in software systems and non-software 

systems alike, including business models.  

As a collection of the most effective technical 

techniques, the UML is useful for representing large 

and complex systems. The Unified Modeling 

Language (UML) is an integral part of both 

traditional software development and object-oriented 

programme development. A software project design 

language, the Unified Modeling Language (UML) 

relies heavily on visual notations. 

USE CASE DIAGRAM: 

The results of a use-case study may inform the 

creation of a specific kind of behavioral diagram 

known as a use case diagram by developers using the 

Unified Modeling Language (UML). Goals, actors, 

and links between use cases make up use case 

diagrams, which are visual depictions of a system's 

intended operation. One of the main purposes of a use 

case diagram is to show how different parts of a 

system work together to complete different tasks. It is 

feasible to create visual depictions of the roles played 

by the players in the system. 

 

FLOW CHAT: 

 

SCREENSHOTS 

To run code double click on ‘run.bat’ file to start 

python server and get below page 

http://www.ijasem.org/
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In above screen python server started and now open 

browser and enter URL as 

http://127.0.0.1:8000/index.html and press enter key 

to get below page 

 

In above screen click on ‘User Login Here’ link to 

get below page 

 

In above screen user is login and after login will get 

below page 

 

In above screen click on ‘Load Dataset’ link to load 

dataset and get below page 

 

Once you have the dataset loaded in the previous 

screen, go to the bottom of the page and click on the 

"Fast Text Embedding" option to turn all of the text 

into a numerical vector. 

http://www.ijasem.org/
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After converting all tweets to a numerical vector and 

showing a few numbers from it, you may train all of 

the algorithms by clicking the "Run All ML 

Algorithms" link, which will take you to the page 

below. 

 

In Tables and graphs display the results of all 

methods; the top screen also shows that the proposed 

convolutional neural network (CNN) and the 

extended hybrid CNN achieved excellent accuracy. 

Next, go to the page below by clicking the "Predict 

Deep Fake" link. 

 

You may use the example tweets provided in the 

'test_tweets.txt' file, or you can input some tweet text 

in the text box above and hit the button to retrieve the 

values below.

 

The tweet labeled "Deep Bot" on the previous screen 

is really a bogus one that was propagated by a bot. 

Here's another example: 

http://www.ijasem.org/
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In above screen entered some other tweet text and 

below is the output 

 

The fact that a tweet marked as "normal" on the 

previous screen indicates that it was written by a 

human. Just like that, you may input a few tweets and 

get the results. 

Conclusion 

The objective of this research was to identify deep 

fakes, or automated tweets, by using deep learning 

techniques together with Fast Text embeddings. By 

using this strategy, we consistently distinguished 

between human-and computer-generated tweets.  

Key findings of our research include: 

Thanks to the extensive contextual data offered 
by Fast Text embeddings, our deep learning models 

performed much better. The results further support 

the idea that deep fake detection on social media 

platforms may be improved using domain-specific 

pre-trained embeddings.  

The higher performance of transformer-based 

models, such as BERT, compared to traditional 

approaches in the **Deep Learning Model 

Performance** test proved their potential to grasp 

complex patterns in textual data. Deep fake detection 

is an example of a complex problem that highlights 

the need of using powerful neural networks.  

Effects on the Honesty of Social Media: We can 

significantly lessen the spread of misinformation and 

ensure the security of social media platforms by using 

these detecting systems. Social media companies 

should identify and label machine-generated material 

if they want to provide their users with more reliable 

information.  

There are certain restrictions on our approach, 

notwithstanding the positive results we have 

witnessed. Due to their high processing requirements, 

models may struggle to keep up with the constantly 

evolving algorithms used to create text. There is also 

the persistent problem of adversarial methods that try 

to avoid detection mechanisms. 

 

Future Work 

Based on our findings, more research should focus on 

the following areas:  

Enhanced Model Training: enhancing detection 

model performance across contexts and languages by 

training them on bigger and more diverse datasets.  

By creating optimized models for real-time 

identification, we can swiftly address the emergence 

of deep fake material on social media platforms.  

Thirdly, we must ensure that detection systems are 

robust enough to withstand hostile attempts that aim 

to evade detection.  

For a more comprehensive defense against the 

intricate structure of modern deep fakes, consider 

including multimodal detection into your arsenal. 

This strategy goes beyond text recognition alone and 

considers the interplay between text, pictures, and 

videos.  

Lastly, although much has been achieved, deep fake 

technology is a dynamic field that needs ongoing 

http://www.ijasem.org/
https://doi.org/10.5281/zenodo.11560937


          ISSN2454-9940 

             Vol 18, Issue 2, 2024 

 

         www.ijasem.org  

 
 

 

 
 
https://doi.org/10.5281/zenodo.11560937 
 

 

1501 
 

innovation and collaboration to keep up. Using state-

of-the-art deep learning models and embeddings, 

such as Fast Text, we may develop more effective 

methods to safeguard the authenticity of social media 

information.  

The study is presented in a comprehensive summary 

that highlights the significance of the results and lays 

the groundwork for future research.  

Research papers pertaining to deep fake detection on 

social media platforms using deep learning and Fast 

Text embeddings should adequately mention all 

relevant foundational works, significant studies, and 

literature in their references section. The following is 

an example of a potential allusion:  
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