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Abstract 

Artificial intelligence (AI) with deep learning models has been widely applied in numerous 

domains, including medical imaging and healthcare tasks. In the medical field, any judgment or 

decision is fraught with risk. A doctor will carefully judge whether a patient is sick before 

forming a reasonable explanation based on the patient’s symptoms and/or an examination. 

Therefore, to be a viable and accepted tool, AI needs to mimic human judgment and 

interpretation skills. Specifically, explainable AI (XAI) aims to explain the information behind 

the black-box model of deep learning that reveals how the decisions are made. This paper 

provides a survey of the most recent XAI techniques used in healthcare and related medical 

imaging applications. We summarize and categorize the XAI types, and highlight the algorithms 

used to increase interpretability in medical imaging topics. In addition, we focus on the 

challenging XAI problems in medical applications and provide guidelines to develop better 

interpretations of deep learning models using XAI concepts in medical image and text analysis. 

Furthermore, this survey provides future directions to guide developers and researchers for future 

prospective investigations on clinical topics, particularly on applications with medical imaging. 
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1. INTRODUCTION 

Currently, artificial intelligence, which is widely applied in several domains, can perform well 

and quickly. This is the result of the continuous development and optimization of machine 

learning algorithms to solve many problems, including in the healthcare field, making the use of 

AI in medical imaging one of the most important scientific interests [1]. However, AI based on 

deep learning algorithms is not transparent, making clinicians uncertain about the signs of 
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diagnosis. The key question then is how one can provide convincing evidence of the responses. 

However, there exists a gap between AI models and human understanding, currently known as 

“black-box” [2] transparency. For this reason, many research works focus on simplifying the AI 

models for better understanding by clinicians, in order to improve confidence in the use of AI 

models [3]. For example, the Defense Advanced Research Projects Agency (DARPA) of the 

United States developed the explainable AI (XAI) model in 2015. Later, in 2021, a trust AI 

project showed that the XAI can be used in interdisciplinary types of application problems, 

including psychology, statistics, and computer science, and may provide explanations that 

increase the trust of users [4]. Typically, XAI is an explainable model providing insights into 

how the predictions are made to achieve trustworthiness, causality, transferability, confidence, 

fairness, accessibility, and interactivity [5,6]. For example, as shown in Figure 1, it is strongly 

recommended to allow the AI model to be understandable for the public when the model outputs 

a decision. It is noted that the definition of XAI is not clear enough according to [7]. In addition, 
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a decision. It is noted that the definition of XAI is not clear enough according to [7]. In addition, 

the 

2. XAI Techniques Related to Medical Imaging  

To trust AI models, the European Union has proposed seven key requirements, including (1) 

human agency and oversight; (2) technical robustness and safety; (3) privacy and data 

governance, (4) transparency; (5) diversity, non-discrimination, and fairness; (6) social and 

environmental well-being; and (7) accountability [12]. These seven requirements are 

summarized as follows. 

3. Explainable Artificial Intelligence Techniques 

This section provides a brief overview of the categories of XAI that can be used in healthcare. 

According to the literature published in recent years, there are many criteria used to classify XAI 

methods [25–27]. Figure 3 shows the criteria for classifying XAI methods and the corresponding 

categories. Based on these categories, it can be summarized that the most commonly used XAI 

techniques in medical fields are shown in Table 1. In addition, Table 2 reports the recent papers 

using the XAI method. For readability purposes, we have divided the table into explainable 

methods, modalities, and explanations of how explainable methods are applied. We have 

categorized the XAI techniques and explained in detail the methods as follows. 

 

Categorization of explainable AI methods used in this paper. These criteria and categories are 

summarized from [25–27]. The orange and blue grids represent the criteria and categories, 

respectively 
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4. Introduction of the Explainable AI Method: A Brief Overview 

As mentioned previously, XAI is widely used in many fields, in particular, medical imaging. In 

this section, we focus on the importance of XAI in healthcare applications. 

4.1. Saliency Saliency directly uses the squared value of the gradient as the importance score of 

different input features [28]. The input can be graph nodes, edges, or node features. It assumes 

that the higher gradient value is related to the most important features. Although it is simple and 

efficient, it has several limitations. For example, it can only reflect the sensitivity between the 

input and output, which cannot express the importance very accurately. In addition, it has a 

saturation problem. For example, in regions where the performance model reaches saturation, the 

change in its output relative to any input change is very small, and the gradient can hardly reflect 

the degree of input contribution. Guided backpropagation (BP), whose principle is similar to that 

of the saliency map, modifies the process of backpropagating the gradient [29]. Since the 

negative gradients are hard to interpret, guided BP only back-propagates the positive gradients 

and shears the negative gradients to zero. Therefore, guided BP has the same limitations as 

saliency maps. One approach to avoid these limitations is to use layer-wise relevance 

propagation (LRP) [31] and deep Taylor decomposition (DTD) [74]. LRP and DTD are capable 

of improving a model’s interpretability. In DTD, neural networks use complex non-linear 

functions that are represented by a series of simple functions. In LRP, the relevance of each 

neuron in the network is propagated backward through the network, thereby allowing it to 

quantify the contribution of each neuron to the final output. There are several rules designed with 

a specific type of layer in a neural network [31,74]. To combine LRP and DTD, LRP can be 

thought of as providing the framework for propagating relevance through a network, whereas 

DTD provides the means for approximating the complex non-linear functions used by the 

network. LRP and DTD may lead to overcoming the limitations of saliency maps and provide 

more accurate explanations [75]. 
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input and output, which cannot express the importance very accurately. In addition, it has a 

saturation problem. For example, in regions where the performance model reaches saturation, the 

change in its output relative to any input change is very small, and the gradient can hardly reflect 

the degree of input contribution. Guided backpropagation (BP), whose principle is similar to that 

of the saliency map, modifies the process of backpropagating the gradient [29]. Since the 

negative gradients are hard to interpret, guided BP only back-propagates the positive gradients 

and shears the negative gradients to zero. Therefore, guided BP has the same limitations as 

saliency maps. One approach to avoid these limitations is to use layer-wise relevance 

propagation (LRP) [31] and deep Taylor decomposition (DTD) [74]. LRP and DTD are capable 

of improving a model’s interpretability. In DTD, neural networks use complex non-linear 

functions that are represented by a series of simple functions. In LRP, the relevance of each 

neuron in the network is propagated backward through the network, thereby allowing it to 

quantify the contribution of each neuron to the final output. There are several rules designed with 

a specific type of layer in a neural network [31,74]. To combine LRP and DTD, LRP can be 

thought of as providing the framework for propagating relevance through a network, whereas 

DTD provides the means for approximating the complex non-linear functions used by the 

network. LRP and DTD may lead to overcoming the limitations of saliency maps and provide 

more accurate explanations [75]. this is one of the most commonly used algorithms, it has some 

challenges. For example, the network’s structure requires more flexibility so that the fully 

connected layer may adapt to the global average pooling layer. For this reason, a new algorithm 

known as “GradientCAM” is proposed to optimize CAM. It uses gradients to compute weight 

values [33]. First, the network is propagated forward to obtain the feature layer A (e.g., output of 

the last convolutional layer) and the network predicted value Y (e.g., output value before 

softmax activation). 

4.3. Occlusion Sensitivity When training a neural network for image classification, the aim is to 

know whether this model can locate the position of the main target in the image. By partially 

occluding the picture, one can observe the situations of the network in the middle layers and the 

change in the predicted value after inputting the modified image. This leads to an understanding 

of why the network makes certain decisions. So far, occlusion sensitivity refers to how the 

probability of a given prediction changes with the occluded part(s) of the image. The higher the 
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output image value, the greater the decrease in the degree of certainty, indicating that the 

occlusion area is more important in the decision-making process [30]. 4.4. Testing with Concept 

Activation Vectors Testing with the concept activation vectors (TCAV) is an interpretable 

method proposed by the Google AI team [40]. Textual concepts are related to an explanation that 

is simple to understand. In the saliency map, it is not possible to explain the concept of pixels. 

For this reason, TCAV focuses on capturing high-level concepts in the neural network and 

attempts to provide a linear transformation from input to concepts using directional derivatives to 

quantify the importance of user-defined concepts to the classification results. However, this 

technique requires more investigation to be feasible in medical applications. 

4.5. Triplet Networks The triplet network (TN) concept is an example-based framework [39]. For 

example, the TN training set consists of three samples: the first is randomly chosen from the 

“Anchor” training set, while the other two samples are randomly chosen from the training set in 

the same “Positive” and different “Negative” categories. By adjusting the parameters based on 

the distance between three inputs, the technique aims to bring the Anchor closer to the Positive 

and away from the Negative. Since labeling is not necessary, this method can be used for 

unsupervised learning. The technique is able to provide an explanation through the similarity 

between samples too. 
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