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Abstract  

Because each node in a MANET must perform routing and forwarding duties, the network as a whole has a higher energy and data 

need. The motivation for its non-cooperation is a sincere attempt to save energy and data transfer rates. By not include all nodes in 

routing operations, resource consumption may be decreased, which in turn improves cooperation. There are a number of efforts 

suggested in the literature that aim to achieve precise selection of nodes to establish a backbone. These works describe a backbone for 

MANET that is not possible due to unrealistic assumptions. In this study, we introduce the Backbone Group (BG) model, which uses a 

subset of the network's nodes for routing rather than all of them. A BG is an economically optimal subset of the network's nodes. We 

have sectioned off a MANET based on its one-hop neighbourhoods, which we've dubbed "locality groups." (LG). A LG consists of a 

cluster head (CH), regular nodes (RNs), and border nodes (BNs). (BNs). The CHs are the ones who make and oversee both LG and BG. 

By using a BG for a minimum amount of time before switching to another BG, the CHs ensure that all nodes in the network contribute 

to the network. Effectiveness in terms of routing overhead reduction is shown up to a ratio of (n2: n2 /k), where k is the number of LGs, 

using the suggested approach. 
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 Introduction  

Due to the lack of fixed infrastructure and routers, a 

mobile ad hoc network (MANET) is a cooperative 

network. Due to the lack of routers, it is the 

responsibility of each node to perform critical 

functions like routing and forwarding. These nodes 

learn about one another to build a network, which 

is then used to route packets. If the desired node is 

too far away to reach directly, the network is 

flooded with broadcasts in an attempt to locate it. 

Self-organization, a dynamic topology, energy-

constrained operation, multi-hop routing, etc., are 

only some of the distinguishing features that set it 

apart from a traditional infrastructure network. In 

order for an ad hoc network to "self-organize," all 

of its nodes must work together to perform tasks 

like addressing, routing, power management, etc. 

An ad hoc network's dynamic topology allows for a 

mobile node's unrestricted mobility while 

maintaining its connections to other mobile nodes 

and the network's ability to function cooperatively. 

A mobile node, in particular, is one that may travel 

in any direction while still taking part in any given 

conversation. The energy restricted dilemma then 

explains how a mobile node must generally 

function with limited battery power and diminished 

compute performance to cut down on wasted 

energy. Battery life will decrease more quickly for 

mobile nodes that do sophisticated calculations or 

engage in extensive communication. In order to 

make advantage of the low resource devices, a 

balancing mechanism must be designed. Since 

there was only so much radio signal to go around, 

the sender and receiver couldn't have a direct 

conversation. As a result, packets take a circuitous 

route to get where they're going. This requires 

cooperation amongst the intermediary nodes in the 

network. 
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Introduction, Review of Related 

Literature, and Rationale 

 A mobile ad hoc network (MANET) is a collection 

of wirelessly linked, self-managing nodes or 

routers. These nodes in the network operate 

independently and are responsible for forwarding 

and routing data. However, in order to save energy, 

nodes will delete packets from other sources, for 

both good and bad reasons (misbehavior1). If a 

node is acting selfishly, it may discard a packet 

from another node in order to save energy or 

bandwidth. A malicious node uses wormhole and 

blackhole attacks to cause packet loss in the 

network. However, additional causes of packet loss 

include overloaded networks, interference, fading, 

and burst channel defects. Due to these causes, 

attacks involving data loss have become 

commonplace1. These assaults prolong the time it 

takes for a packet to be delivered, increase its 

likelihood of being lost in transit, and reduce its 

efficiency.  

Study of the Literature 

 The MANET is the most vulnerable to 

individualism. Several methods are discussed in the 

literature with the aim of reducing malicious 

routing activity. Cooperation in mobile ad hoc 

networks may be improved with the use of these 

methods, which employ detection and removal 

strategies. In this study, we focus on reducing the 

overall control traffic overhead as a means of 

discouraging selfish conduct. A plethora of 

incentive-based and reputation-based 

mechanisms1,2 is presented in the literature as 

ways to deal with routing misbehaviour. These 

safeguards prevent attacks and improper conduct in 

a network, but at the expense of more power and 

data transfer. In order to address the root cause of 

misbehaviour or non-cooperation—the drain on 

resources like battery life and network 

bandwidth—we suggest the BG model, in which 

only a subset of nodes (BG nodes) participate in 

routing operations.  

 Cooperation is bolstered by cost-

cutting. 

 The energy restricted dilemma in wireless 

networks describes how a mobile node must make 

do with less processing power and shorter battery 

life in order to save energy. Battery life will 

decrease more quickly for mobile nodes that do 

sophisticated calculations or engage in extensive 

communication. As a result, improving 

collaboration necessitates cutting down on resource 

use1. Many different strategies have been offered 

to reduce routing overhead and, by extension, the 

likelihood of malicious activity. T. Chiang et al.3 

suggested an Ad Hoc Network Partition Network 

Model. It employs mobile agents to reduce routing 

overhead using a partition network paradigm. 

Cooperation in ad hoc networks is improved as a 

result of the decreased burden of routing. For a 

routing with subnets scheme in MANETs 4, J. 

López developed a new method of subnet 

formation and address allocation. The routing 

overhead is decreased with the suggested solution 

by using subnetting principles.  

By segmenting a network into smaller, more 

manageable pieces, we can reduce the amount of 

spam in each area. As a result, it helps MANETs 

work together more efficiently and saves energy. 

Subnetting's weakness lies in the fact that it 

organizes nodes into subnets in the same way the 

internet does. The dynamic and scattered nature of 

MANET makes it challenging to use the subnetting 

idea. Challenges remain in areas including subnet 

construction and address acquisition, node mobility 

between subnets, and intra- and inter-subnet 

routing. In the literature, many effective models of 

virtual subnets were proposed5, 6, 7. The decrease 

in routing overhead is a certain indicator that these 

approaches improve collaboration. However, 

devices with limited processing capabilities cannot 

make use of these methods. Because these methods 

need a great deal of computing power and 

authentication certificates. Akhtar and Sahoo 

suggested a unique method for securing an ad hoc 

network using the Friendly Group model8. Both 

border and regular nodes are used in this model. 

The border node utilizes its two NICs to divide the 

network into smaller, more manageable 

subnetworks. (FGs). Therefore, dividing a MANET 

into many FGs lessens the burden of controlling the 

whole network and improves collaboration. 



An Overview of the Proposed Backbone 

Group Model  

As an alternative to having every node take part in 

routing, we describe the Backbone Group (BG) 

concept here. At first, a MANET is conceptually 

broken down into the locality group (LG) seen in 

Fig. 2. There are three types of nodes in an LG: the 

cluster head (CH), regular nodes (RN), and border 

nodes. (BN). LGs, BGs, the option table, and the 

interchange of the option table between CHs, as 

well as the selection of a BG for network 

operations, are all the purview of the CHs. A BG is 

an economically optimal subset of the network's 

nodes. So that all nodes in the locality group share 

equally in the burden of routing, it is important that 

the BG utilized in network operations by the CHs 

be taken for a threshold amount of time. Due to 

LGs being defined by one hop distance, our model 

makes no assumptions about reachability.  

The BG Model's Various Stages 

 Both the Custer head selection and Locality Group 

construction stages, as well as the Backbone 

creation step, are included in our model.  

Phase of Custer Head Selection and 

Formation of Locality Groups 

 Here, a collection of CHs is characterized in terms 

of high computing power and battery lifespan; for 

example, a captain's laptop16,17 might serve as a 

cluster node in a conflict zone due to its high 

computational power and long battery life. We 

haven't gone into how to choose a CH for the 

cluster here, but you may use any of the established 

methods18,19. The cluster leaders then look at the 

nodes in their immediate vicinity to form locality 

groups based on the hop count between them.(s). 

According to Fig. 1, the distance between two 

nodes is measured as the number of hops between 

their respective cluster head and regular node 

locations.  

 

 

 

Fig. 1. Euclidean distance (d) 

 

 (d) If d<=r if the node is within r distance of the 

cluster head, it is considered to be part of that 

cluster's locality group. If an RN is located inside 

the service area of several CHs, those CHs will 

calculate their respective distances from the RN 

and divide up the surrounding area. CHs determine 

membership by weighing the proximity of an RN to 

another CH. A RN is chosen to join the LG based 

on the smallest distance between them. If all CHs 

are equally far from the RN, then the RN may be 

appended to any LG. Each locality cluster has a 

cluster head who is in charge of a group of regular 

nodes and one or more border nodes. The 

suggested locality group is shown in Fig. 2; it 

consists of a cluster head, a set of regular nodes, 

and one or more border nodes. Selecting a small 

subset of nodes that effectively links the network 

together defines the backbone group. Border nodes 

are the typical vertices that make up a BG. The 

nodes in a locality group are shown in a grid layout 

in Fig. 2, although this arrangement is flexible 

depending on the need and the available 

communication channels. It also demonstrates that 

a cluster node of an LG is not limited to being 

located at the network's geographical hub. 

However, selecting a central node in a cluster 

allows for the covering of extensive physical 

distances. 

 

Fig. 2. Locality group  

In a similar vein, multiple locale groups are formed 

on this basis, as seen in Fig. 3(a) and 3(b).(b). 

Backbone nodes are represented by the circles with 

dashes, and their connections to other BGs are 

shown by the dotted lines. There are numerous 

other methods to organize a network into location 

groups; we've used these two examples. 

A Review of the Experiments and Their 

Outcomes  

We have utilized the Global Mobile Information 

System Simulator (GloMoSim)21,22,23 for our 

simulations. It's a flexible platform for simulating 

large-scale communication networks, both wired 

and wireless. Four GloMoSim21,22,23 files are 

utilized and configured to build up a scenario in 

accordance with the desired network. The 

CONFIG.IN file is where a scenario will be 

configured. The application layer protocols are 

configured via the APP.CONF file. To configure 

the mobility trace format, use the MOBILITY.IN 

file. The positioning of nodes is defined in the 

NODES.INPUT file. The simulation's settings are 

shown in Table 1.  



Table 1. Simulation parameters. 

 

In this work a BG is a minimal set of nodes that 

efficiently connects the network. To create a 

backbone, group a set of nodes are examined (as 

discussed in section 3.2.2) from each locality group 

which efficiently connect the network. A BG 

consists of a set of cluster nodes and border nodes 

that gives accurate connectivity of the network as 

shown in Fig. 4, in which a MANET is divided into 

four locality groups. The nodes of a backbone 

group are shown in Fig. 4 in which nodes of BG are 

{c1, (n5, c1), (n4, c2), c2, (n7, c2), (n2, c4), c4, 

(n4, c4), (n5, c3), c3, (n2, c3), (n7, c1)}. 

Intergroup routing relies on the BG nodes, which 

link the network effectively. When another BG's 

intergroup routing period ends, the normal nodes 

engaged in the BG take over for a limited length of 

time and are referred to as border nodes. As 

indicated in Table 2, we have collected a number of 

BGs and placed them there so that all nodes may 

take part in network operations. These BGs may be 

constructed using any collection of nodes, for 

instance the network seen in Fig. 4. 

 

A cluster head is denoted by its ID only while a 

regular node is denoted by an ordered pair 

(node_ID, CH_ID). where node_ID is node identity 

and CH_ID is cluster head identity. 

 

Fig. 4. Nodes of a backbone group 

Table 2. Option Table. 

 

Results  

In order to save energy, the suggested model 

segments networks into LGs. The BG model 

reduces the overall control traffic overhead by 

limiting the number of nodes involved in network 

activities. Our suggested approach decreased the 

control traffic overhead of reactive routing 

protocols24 from n2 to n2 /k, where k is the 

number of LGs. Figure 5 depicts the control traffic 

overhead with and without the BG model. 

 

Fig. 5. Reduction in total control traffic overhead 

Conclusion  

Protecting a network against assaults and bad 

conduct using current technologies requires more 

bandwidth and battery life. Because of this, 

MANET was built on the premise that a secure 

system architecture should not only shield the 

network from assaults and malicious activity, but 

should also use as little resources as possible. In 

this research, we suggest the BG model to improve 

collaboration in MANET by enlisting just a subset 

of nodes (BG nodes) to carry out routing tasks. At 

first, the MANET is partitioned into location 

groups based on the number of hops between 

nodes. (LG). There are three types of nodes in an 

LG: the cluster head (CH), regular nodes (RN), and 

border nodes. (BN). LGs, BGs, the option table, 

and the interchange of the option table between 

CHs, as well as the selection of a BG for network 

operations, are all the purview of the CHs. A BG is 

an economically optimal subset of the network's 

nodes. A collection of nodes from each locality 

group that effectively link the network is analysed 

to establish a backbone group. The model's early 

results indicate promise in reducing control traffic 



bottlenecks. By dividing the entire control traffic 

overhead for reactive routing protocols by the 

number of LGs, k, we were able to cut it in half. As 

a result, our methodology reduces overall control 

traffic overhead, which conserves resources while 

also addressing the root of the problem that leads to 

undesirable behaviour or lack of collaboration. 
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