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ABSTRACT: Tongue color classification is vital 

in Traditional Chinese Medicine (TCM) diagnosis, 

but noisy labels in annotated samples can hinder 

deep neural networks' generalization capability. We 

propose a novel framework, Confident-Learning-

Assisted Knowledge Distillation (CLA-KD), 

addressing this issue. The framework employs a 

teacher network for confident learning to identify 

and correct noisy labels while transferring 

knowledge to guide the student network's training. 

We introduce E-CA2-ResNet18, an ensemble 

model combining ResNet18 with channel attention 

mechanism and activate-or-not activation function, 

addressing data insufficiency issues. Experimental 

results on three TCM tongue image datasets 

demonstrate CLA-KD's superior classification 

accuracy (94.49%, 92.21%, 93.43%) over VGG16. 

Furthermore, we explore ensemble techniques, 

including Feature Extraction using ResNet18 with 

Random Forest, achieving 100% accuracy. As an 

extension, we propose building a user-friendly 

front end using Flask for user testing with 

authentication. CLA-KD offers robust and accurate 

tongue color classification in TCM, addressing 

noisy label challenges and enhancing performance 

through ensemble techniques. The proposed system 

holds promise for improving diagnostic accuracy 

and reliability in TCM practice. 

Key words — Traditional Chinese medicine, 

Tonguecolor classification, Confident learning, 

Learning from noisy labels, Knowledge distillation, 

Channel attention mechanism, ResNet18 

1. INTRODUCTION: 

Traditional Chinese Medicine (TCM)[2] is an 

ancient healing system that has been practiced for 

thousands of years. Central to TCM[2] diagnosis is 

tongue diagnosis, which involves analyzing various 

attributes of the tongue, including its color, coating, 

thickness, texture, humidity, and shape. Among 

these attributes, tongue color is particularly 

significant, often categorized into four main types: 

light red, red, dark red, and purple. However, due 

to the subjective nature of TCM experts' 

experiences and the ambiguous boundaries between 

tonguecolor categories, there is often inconsistency 

and inaccuracy in the labeling of tongue color in 

annotated samples. This leads to noisy labels, 

which can significantly impact the performance of 

classification models. 

With recent advancements in deep neural networks 

(DNNs), tongue color classification has seen 

substantial progress. However, DNNs are prone to 

overfitting on noisy labels, resulting in poor 

generalization performance. Consequently, learning 

http://www.ijasem.org/
mailto:ramesh.cs04@gmail.com
mailto:mdmohiddin021@gmail.com


   www.ijasem.org  

   ISSN2454-9940 

       Vol 18, Issue 2, 2024 

 

 

 

 
 
 
 
 

1250 
 

from noisy labels has become a critical challenge in 

automatic tongue diagnosis in TCM. 

In 2015, Hinton et al. [1] introduced the concept of 

"distillation," which involves transferring 

knowledge learned from a complex deep network 

(teacher network) into a simpler and smaller 

network (student network). This knowledge 

transfer is achieved by using the teacher model's 

prediction probabilities as "soft targets" to guide 

the training of the student model. Building upon 

this concept, we propose a novel framework called 

Confident-Learning-Assisted Knowledge 

Distillation (CLA-KD)[1] for tongue color 

classification with noisy labels. 

In our proposed framework, the teacher network, 

named E-CA2-ResNet18[1], plays a dual role. 

Firstly, it performs confident learning (CL) to 

identify, correct, and cleanse noisy labels, thus 

improving the quality of the training data. 

Secondly, it transfers the knowledge learned from 

both corrected and clean labels to the student 

network through the knowledge distillation process. 

Specifically, we distill knowledge from the entire 

noisy dataset to identify cleaner samples, 

enhancing the final model's performance. 

By integrating confident learning into the 

knowledge distillation framework, we aim to 

explicitly leverage the joint probability distribution 

between soft and hard labels during the training 

process of the student network. This approach helps 

disambiguate noisy labels and improve the 

robustness and generalization capability of the 

classification model. 

Through the development of CLA-KD, we address 

the challenges posed by noisy labels and limited 

labeled data in tongue color classification for TCM 

diagnosis. By leveraging state-of-the-art techniques 

such as confident learning and knowledge 

distillation, we aim to enhance the accuracy and 

reliability of automatic tongue diagnosis systems, 

ultimately contributing to improved patient care 

and treatment outcomes in TCM practice. 

2. LITERATURE SURVEY 

Tongue diagnosis is a fundamental aspect of 

traditional Chinese medicine (TCM),[3] providing 

valuable insights into an individual's health 

condition. Over the years, various studies have 

been conducted to explore different approaches and 

techniques for tongue diagnosis, including 

classification based on tongue color. In this 

literature survey, we review key research studies in 

the field of tongue color classification, as well as 

related areas such as data mining and deep 

learning. 

   Hinton, Vinyals, and Dean (2015) introduced the 

concept of knowledge distillation in neural 

networks, which involves transferring knowledge 

learned from a complex model (teacher network) to 

a simpler model (student network) [1]. This 

approach has been influential in improving model 

performance, especially in scenarios with limited 

labeled data. 

   Wu et al. (2019) proposed a hybrid rule mining 

approach for cardiovascular disease detection in 

TCM [2]. By combining traditional rule mining 

techniques with machine learning algorithms, the 

study achieved promising results in disease 

detection, highlighting the potential of integrating 

data mining methods into TCM practice. 
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   Wang et al. (2018) presented research methods 

using data mining technology to study medication 

rules from renowned TCM doctors [3]. Their work 

demonstrates the application of advanced 

computational techniques in extracting knowledge 

from large datasets of medical records, contributing 

to the understanding of TCM principles. 

Hou et al. (2017) investigated the classification of 

tongue color based on convolutional neural 

networks (CNNs) [4]. Their study explored the use 

of deep learning techniques for automatic tongue 

diagnosis, showing promising results in 

categorizing tongue colorsaccurately.: 

   Chen et al. (2016) proposed a method for the 

retrieval of medical tongue images based on 

coloranalysis [5]. By leveraging color features, 

their approach enables efficient retrieval of relevant 

tongue images from large databases, facilitating 

clinical diagnosis and research in TCM. 

   Lu et al. (2018) introduced DCCN, a deep-color 

correction network for TCM tongue images [6]. 

Their study focused on improving the quality of 

tongue images by correcting color distortions, 

enhancing the reliability of computer-aided 

diagnosis systems in TCM. 

Qu et al. (2016) developed an automatic analysis 

system for tongue substance color and coating 

color using a sparse representation-based classifier 

[7]. Their approach enables objective and 

consistent analysis of tongue color attributes, 

providing valuable support for TCM practitioners 

in diagnosis. 

   Gutiérrez et al. (2015) conducted a survey and 

experimental study on ordinal regression methods 

[8]. Their work provides insights into modeling 

ordinal categories, which are common in TCM 

diagnosis, and offers valuable techniques for 

handling ordinal data in machine learning 

applications. 

In summary, the literature survey highlights the 

diverse approaches and methodologies employed in 

tongue color classification and related areas in 

TCM. These studies demonstrate the integration of 

advanced computational techniques, such as data 

mining and deep learning, into traditional 

diagnostic practices, paving the way for more 

accurate and efficient TCM diagnosis and 

treatment. 

3. METHODLOGY 

a) Proposed work: 

The proposed CLA-KD framework integrates E-

CA2-ResNet18 for TCM[3] tongue color 

classification, addressing noisy labels and 

enhancing accuracy through advanced image 

processing. It aims to surpass existing limitations, 

offering a refined approach. An extension 

introduces a Hybrid model, amalgamating Random 

Forest and ResNet, leveraging deep learning and 

traditional techniques for improved robustness and 

accuracy. To facilitate user testing securely, a 

Flask-based front end with authentication measures 

ensures controlled access. This integration delivers 

a seamless interface, empowering users to engage 

with the system for practical testing and validation, 

thereby enhancing its usability and reliability. 

b) System Architecture: 

The system architecture begins with employing a 

new hand PD dataset, ensuring comprehensive data 

coverage. Image processing techniques are applied 
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to preprocess the dataset, enhancing its quality and 

relevance for model training. The core of the 

architecture lies in model building and training, 

where the E-CA2-ResNet18 and Hybrid models are 

constructed and trained using the processed data. 

This phase involves feature extraction, model 

parameter tuning, and optimization to achieve 

optimal performance. 

Following model training, performance evaluation 

is conducted using various metrics such as 

accuracy, precision, recall, and F1-score. The 

system architecture incorporates modules for robust 

evaluation, including cross-validation techniques 

and confusion matrix analysis, ensuring thorough 

assessment of model performance. 

The architecture is designed to be scalable and 

adaptable, accommodating future enhancements 

and updates. It emphasizes a modular structure, 

facilitating easy integration of additional datasets, 

image processing techniques, and model variations 

for continued refinement and improvement of the 

TCM tongue color classification system. 

 

Fig 1 Proposed Architecture 

c) Dataset collection: 

Three tongue color classification datasets, namely 

SIPL-A, SIPL-B, and SIPL-C, were collaboratively 

compiled in partnership with Xuanwu TCM 

Hospital Beijing, Guang’anmen Hospital of 

Chinese Academy of Chinese Medical Sciences, 

and Nanchang Hongdu TCM Hospital [32]. Using 

proprietary TCM tongue image acquisition 

equipment, images were collected under diverse 

lighting conditions. Each image underwent manual 

annotation by seasoned TCM experts. The datasets 

encompass four categories: light red, red, dark red, 

and purple, in accordance with TCM theory and 

clinical practice. The distribution of classes within 

each dataset is presented in Table 1. These datasets 

serve as valuable resources for research in TCM 

tongue color classification, providing a diverse 

array of samples for model training and evaluation. 

Selected examples from the three datasets are 

illustrated in Figure 5 [32]. 

 

Fig 2 DATASET 

d) DATA PROCESSING: 

In the data processing phase, a series of steps are 

undertaken to prepare the collected tongue images 

for model training. Firstly, image normalization is 

performed to standardize pixel values across the 

dataset, ensuring consistency and facilitating 

efficient model convergence. This step aids in 

reducing discrepancies in image characteristics 

caused by varying acquisition conditions. 

Subsequently, image shuffling is conducted to 

randomize the order of images within the dataset. 

This prevents any inherent bias that may arise from 
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the sequential arrangement of images, ensuring that 

the model learns to generalize patterns effectively. 

These preprocessing steps are crucial for enhancing 

the robustness and reliability of the classification 

model. By standardizing image characteristics and 

mitigating bias, the processed dataset becomes 

more conducive to accurate and unbiased model 

training, ultimately improving the performance of 

the tongue color classification system. 

e) Feature Selection: 

Feature selection is a critical process in machine 

learning aimed at identifying and utilizing the most 

relevant and informative features from a dataset for 

model training. It involves selecting a subset of 

features that best contribute to the prediction task 

while discarding redundant or irrelevant ones. By 

reducing the dimensionality of the dataset, feature 

selection not only enhances model interpretability 

but also mitigates the risk of overfitting and 

improves computational efficiency. 

Various techniques are employed for feature 

selection, including filter methods, wrapper 

methods, and embedded methods. Filter methods 

assess the relevance of features based on statistical 

measures such as correlation or mutual 

information. Wrapper methods evaluate feature 

subsets by training and validating models 

iteratively. Embedded methods integrate feature 

selection directly into the model training process, 

optimizing feature relevance during learning. 

Effective feature selection facilitates model 

generalization and performance across diverse 

datasets, contributing to the development of robust 

and efficient machine learning systems. 

f) VISUALIZATION 

Visualization using OpenCV (Open Source 

Computer Vision Library) offers powerful tools for 

image processing and analysis. With OpenCV, 

developers can create visualizations to enhance 

understanding and interpretation of image data. 

OpenCV provides a wide range of functionalities 

for image manipulation, including drawing shapes, 

adding text, and applying various filters and 

effects. 

For instance, developers can draw geometric 

shapes such as lines, circles, and rectangles on 

images to highlight specific regions or features. 

Text can be overlaid to provide annotations or 

labels. Additionally, OpenCV enables the 

application of filters and transformations to 

enhance image clarity, contrast, or color balance. 

These visualization capabilities are invaluable for 

tasks such as object detection, image segmentation, 

and quality assessment in computer vision 

applications. OpenCV's user-friendly interface and 

extensive documentation make it accessible to 

developers of all skill levels, empowering them to 

create compelling visualizations for diverse image 

processing tasks. 

g) TRAINING AND TESTING 

Splitting the data into training and testing subsets is 

a fundamental step in machine learning model 

development to evaluate its performance and 

generalization capabilities. Typically, the dataset is 

divided into two parts: the training set used for 

model training and the testing set used for 

evaluating the trained model's performance. 
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The training set constitutes a significant portion of 

the data, allowing the model to learn patterns and 

relationships between input features and target 

outputs. Meanwhile, the testing set serves as an 

independent dataset to assess the trained model's 

performance on unseen data. This process helps to 

identify potential overfitting or underfitting issues 

and provides insights into the model's ability to 

generalize to new, unseen data. 

Careful consideration must be given to the data 

splitting strategy to ensure representative samples 

in both subsets. Common techniques include 

random splitting, stratified splitting for balanced 

classes, and cross-validation for robust evaluation. 

By splitting the data effectively, developers can 

build and validate machine learning models with 

confidence, enhancing their reliability and 

applicability. 

h) ALGORITHMS: 

VGG16 

VGG16, short for Visual Geometry Group 16, is a 

deep convolutional neural network architecture that 

has shown exceptional performance in image 

classification tasks. It consists of 16 layers, 

including 13 convolutional layers and 3 fully 

connected layers, making it a deep and 

sophisticated model. VGG16 excels at feature 

extraction from input images by applying a series 

of convolution operations, which progressively 

capture low-level to high-level visual patterns. It's 

particularly suitable for image classification 

problems due to its capability to learn and represent 

intricate image features. 

In the project, VGG16 serves as the existing system 

due to its strong image classification capabilities, 

which are relevant for the task of tongue color 

classification in Traditional Chinese Medicine. 

However, the project aims to go beyond the 

limitations of the existing system by introducing 

the CLA-KD framework and E-CA2-ResNet18 

ensemble. These enhancements address challenges 

like noisy labels and limited data, providing a more 

accurate and robust solution for tongue color 

classification in the context of Traditional Chinese 

Medicine. 

 

Fig 3 VGG 16 

E-CA2-ResNet18 

E-CA2-ResNet18 is an algorithm introduced in the 

project, where "E" refers to the activation of an 

activation function, "CA" stands for Attention 

model for feature optimization  

ResNet18, short for "Residual Network 18," is a 

deep convolutional neural network architecture 

known for its effectiveness in image classification 

tasks. It is part of the ResNet family of neural 

networks and consists of 18 layers, making it a 

relatively shallow but powerful model. 

The key innovation of ResNet architectures is the 

introduction of residual connections, also known as 

skip connections or shortcuts. These connections 
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allow gradients to flow more easily during training 

and mitigate the vanishing gradient problem, 

enabling the training of very deep networks.In the 

project, ResNet18 is used as a base model for 

training on both noisy and clear labels in the 

context of tongue color classification in Traditional 

Chinese Medicine. It serves as a foundation for the 

E-CA2-ResNet18 algorithm, where additional 

features like the Attention model for feature 

optimization and activation functions are 

incorporated to enhance its performance. 

ResNet18's capabilities in feature extraction and 

classification make it a suitable choice for image-

based classification tasks, including tongue color 

classification, while the project's innovations aim to 

further improve its reliability and robustness 

 

Fig 4 E-CA2-ResNet18 

HYBRID 

The "Hybrid" algorithm in the project extends the 

training of a Random Forest model by collecting 

clean features from the proposed E-CA2-ResNet18 

model, integrating both clean and noisy data. This 

approach leverages the robustness of Random 

Forest to handle noisy labels and, by incorporating 

features extracted from E-CA2-ResNet18, aims to 

enhance the classification accuracy in tongue color 

diagnosis. The Hybrid algorithm is suited for this 

project as it provides a mechanism to combine the 

strengths of deep learning for feature extraction 

with Random Forest's ability to handle noisy data, 

ultimately improving the diagnostic accuracy in 

Traditional Chinese Medicine tongue color 

classification. 

 

Fig 5 HYBRID 

4. EXPERIMENTAL RESULTS 

Accuracy: The accuracy of a test is its ability to 

differentiate the patient and healthy cases correctly. 

To estimate the accuracy of a test, we should 

calculate the proportion of true positive and true 

negative in all evaluated cases. Mathematically, 

this can be stated as: 

 Accuracy = TP + TN TP + TN + FP + FN. 

 

Precision: Precision evaluates the fraction of 

correctly classified instances or samples among the 

ones classified as positives. Thus, the formula to 

calculate the precision is given by: 

Precision = True positives/ (True positives + False 

positives) = TP/(TP + FP) 
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Recall: Recall is a metric in machine learning that 

measures the ability of a model to identify all 

relevant instances of a particular class. It is the ratio 

of correctly predicted positive observations to the 

total actual positives, providing insights into a 

model's completeness in capturing instances of a 

given class. 

 

F1-Score: F1 score is a machine learning 

evaluation metric that measures a model's accuracy. 

It combines the precision and recall scores of a 

model. The accuracy metric computes how many 

times a model made a correct prediction across the 

entire dataset. 

 

 

Fig 6 PERFORMANCE  EVALUATION  TABLE 

 

Fig 7 COMPARISION  GRAPHS 

 

Fig 8 home page  

Fig 9 

sign up  
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Fig 10 

sign in  

Fig 11 upload input data 

Fig 12 Predict result 

Fig 13 upload input data 

Fig 14 Predict result 

Fig 15 upload input data 

 

 

Fig 16 Predict result 

5. CONCLUSION 

The CLA-KD framework, introduced in this study, 

adeptly addresses the intricate task of traditional 

Chinese medicine (TCM)[2] tongue color 

classification despite noisy labels in the dataset. A 

key component within this framework is the 

teacher network, which undertakes confident 

learning, rectifies noisy labels, and imparts 

valuable knowledge to the student network for 

precise classification. Enhancing reliability and 

stability, the ensemble teacher network, E-CA2-

ResNet18, integrates the channel attention (CA) 
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mechanism and activate-or-not activation function, 

optimizing model architecture. Extensive 

experimentation across three self-established TCM 

tongue datasets underscores CLA-KD's superior 

classification accuracy, robustness, and reduced 

network complexity. Notably, CLA-KD effectively 

identifies and rectifies dataset inconsistencies, 

significantly enhancing classification accuracy and 

affirming its potential in TCM diagnosis 

applications. 

6. FUTURE SCOPE 

The CLA-KD framework demonstrates potential 

beyond its current application by validating 

adaptability and robustness in various classification 

scenarios with noisy labels. Its utility can extend to 

medical diagnostic tasks beyond tongue color 

classification in traditional Chinese medicine, 

leveraging its effectiveness in handling noisy 

labels. Future research avenues include exploring 

the integration of additional techniques like data 

augmentation, transfer learning, or ensemble 

methods to enhance CLA-KD's performance. 

Evaluation on larger and diverse datasets is 

essential to assess scalability and real-world 

applicability. Furthermore, comparative studies 

with other state-of-the-art methods for noisy label 

learning are warranted to ascertain CLA-KD's 

advantages and limitations comprehensively. 
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