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ABSTRACT: This project addresses the 

challenges of Network Intrusion Detection Systems 

(NIDS) by introducing a standard latent space 

dimension through autoencoder-based 

dimensionality reduction techniques. By focusing 

on dimensionality reduction and standardization 

within NIDS datasets, the project aims to enhance 

computational efficiency and provide a 

standardized framework for evaluating NIDS 

models. Various network security datasets are 

projected into this standardized latent space for 

evaluation, with experimental validation showing 

that machine learning classification models trained 

with this standard dimension perform comparably 

to those using non-reduced datasets in terms of F1-

score and accuracy. The introduction of ensemble 

methods such as Voting Classifier with RF + 

Adaboost further enhances performance, achieving 

promising results. Additionally, the project extends 

to building a user-friendly front end using the Flask 

framework for user testing, complete with user 

authentication. Overall, this research contributes to 

improving NIDS performance and standardization 

while offering a common approach for researchers 

in the field of network security, with minimal 

compromise on model accuracy. 

INDEX TERMS: Standardization, machine 

learning, autoencoder, latent space, network 

security 

1. INTRODUCTION: 

The proliferation of the Internet has catalyzed a 

profound transformation in communication 

networks, rendering them heterogeneous, dynamic, 

and inherently complex [1]. Traditional techniques 

for designing, deploying, managing, and 

maintaining such networks have become 

increasingly inadequate in addressing the evolving 

demands and intricacies of modern communication 

systems [1]. In response to these challenges, 

machine learning (ML) has emerged as a powerful 

paradigm capable of tackling complex problems in 

various domains, including classification, 

regression, and decision-making [1]. 

According to Wang et al. [1], one of the primary 

advantages of ML lies in its ability to address 

complex problems with results comparable to, or 

even surpassing, those achieved by human experts. 

ML techniques have exhibited notable maturity in 

domains such as computer vision and natural 

language understanding [2][3]. However, their 
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application in communication networks remains at 

an early stage [1]. Despite the vast potential of ML 

to revolutionize network management and 

optimization, several significant barriers impede its 

widespread adoption and efficacy. 

A critical challenge hindering the advancement of 

ML in communication networks is the scarcity of 

publicly available and rich network traffic datasets 

[4]. Barut et al. [4] highlight the dearth of 

comprehensive open datasets, which severely limits 

the evaluation of ML-based proposals for network 

traffic analytics and impedes the reproducibility of 

state-of-the-art results. Moreover, existing open 

datasets primarily focus on security topics, 

neglecting other crucial aspects such as quality of 

service (QoS) provision [4]. Consequently, the 

development of ad-hoc network datasets tailored to 

specific applications is imperative to facilitate the 

effective application of ML techniques in 

enhancing network performance and functionality. 

In addition to dataset availability, there exists a 

lack of consensus regarding the selection and 

representation of features in network datasets [5]. 

Sarhan et al. [5] note that network features are 

often chosen based on the author's domain 

knowledge and the available data collection tools, 

resulting in significant variations in feature sets 

across different datasets. As a consequence, each 

dataset captures only a subset of the security events 

that could potentially be identified, limiting the 

effectiveness of ML algorithms in network analysis 

and intrusion detection [5]. Holland et al. [6] 

emphasize the crucial role of feature exploration 

and engineering in determining the efficacy of ML 

algorithms in network applications. Thus, the 

identification and incorporation of the most 

relevant features into network datasets are essential 

for ensuring optimal model performance and 

accuracy [6]. 

2. LITERATURE SURVEY 

Machine learning (ML) has garnered considerable 

attention in recent years for its potential to address 

complex problems across various domains, 

including networking. Wang et al. [1] provide a 

comprehensive overview of the application of ML 

in networking, highlighting its workflow, recent 

advances, and potential opportunities. They 

emphasize ML's capability to address classification, 

regression, and decision-making tasks with results 

comparable to, or even better than, those achieved 

by human experts. While ML techniques have 

gained maturity in domains like computer vision 

[2] and natural language understanding [3], their 

application in communication networks remains at 

an early stage [1]. 

A significant challenge hindering the progress of 

ML in networking is the lack of publicly available 

and rich network traffic datasets [4]. Barut et al. [4] 

discuss the limitations imposed by the scarcity of 

comprehensive open datasets on the evaluation of 

ML-based proposals for network traffic analytics. 

They emphasize the need for diverse datasets that 

go beyond security topics to enable the effective 

application of ML in improving aspects such as 

quality of service (QoS) provision. 

Furthermore, there is a lack of consensus regarding 

the selection and representation of features in 

network datasets, particularly in the context of 

Network Intrusion Detection Systems (NIDSs) [5]. 

Sarhan et al. [5] highlight the variability in feature 

sets across different datasets, as features are often 
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selected based on the author's domain knowledge 

and available data collection tools. This variability 

affects the efficacy of ML algorithms in network 

analysis and intrusion detection, underscoring the 

importance of standardizing feature sets to ensure 

optimal model performance [5]. 

Feature selection and representation play a crucial 

role in determining the effectiveness of ML 

algorithms in network applications. Holland et al. 

[6] emphasize the significance of feature 

exploration and engineering in automated traffic 

analysis, as the selection and representation of 

network traffic features significantly impact model 

performance. To address this challenge, researchers 

have explored various dimensionality reduction 

techniques to enhance the efficiency and 

effectiveness of ML algorithms in processing high-

dimensional data. 

Dimensionality reduction techniques such as 

autoencoders have gained attention for their ability 

to reduce the dimensionality of data while 

preserving its essential information [7]. Li et al. [7] 

propose a fast hybrid dimensionality reduction 

method based on feature selection and grouped 

feature extraction, aiming to improve classification 

performance. Van Der Maaten et al. [8] provide a 

comparative analysis of different dimensionality 

reduction techniques, highlighting their strengths 

and limitations in various applications. Fournier 

and Aloise [9] empirically compare autoencoders 

with traditional dimensionality reduction methods, 

exploring their effectiveness in reducing the 

dimensionality of data. Additionally, Janakiramaiah 

et al. [10] investigate the use of autoencoders for 

reducing the dimensionality of data, highlighting 

their potential for enhancing the efficiency of ML 

algorithms in processing high-dimensional data. 

Overall, the literature survey highlights the 

challenges and opportunities in applying ML 

techniques to address complex problems in 

communication networks. It underscores the 

importance of dataset availability, feature selection, 

and dimensionality reduction techniques in 

enhancing the effectiveness and efficiency of ML 

algorithms in network analysis and optimization. 

By addressing these challenges and leveraging 

emerging techniques, researchers can unlock the 

full potential of ML in revolutionizing 

communication network management and 

optimization. 

3. METHODLOGY 

a) Proposed work: 

The proposed work aims to enhance Network 

Intrusion Detection Systems (NIDS) by introducing 

a standardized latent space dimension through 

autoencoder-based dimensionality reduction. This 

approach seeks to improve computational 

efficiency and standardize the evaluation process 

for NIDS datasets. An extension of the project 

involves implementing ensemble methods to 

further enhance prediction accuracy. Specifically, a 

Voting Classifier with Random Forest and 

Adaboost, as well as a Stacking Classifier, were 

employed, achieving 100% accuracy for specific 

datasets. Additionally, a user-friendly front end was 

developed using the Flask framework to facilitate 

user testing and authentication, providing a 

seamless interface for experimentation. By 

combining advanced dimensionality reduction 

techniques with ensemble methods and a user-

friendly interface, the proposed work aims to 

significantly improve the performance and usability 
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of NIDS, thereby enhancing network security and 

efficiency. 

b) System Architecture: 

The system architecture comprises two main 

modules:  

This module consists of the original dataset and its 

reduced versions obtained through autoencoder-

based dimensionality reduction. These datasets are 

fed into the classifiers for training and testing. 

Four classifiers, namely Extra Tree Classifier, 

Artificial Neural Network (ANN), Extension 

Voting Classifier, and Extension Stacking 

Classifier, are employed to analyze the datasets and 

predict intrusion instances. The results obtained 

from these classifiers are then evaluated using 

performance metrics such as accuracy, precision, 

recall, and F1-score to assess the effectiveness of 

the models in detecting network intrusions. 

These modules interact seamlessly to process data, 

train classifiers, predict intrusion instances, and 

evaluate classifier performance, thereby providing 

insights into the efficacy of different classifiers and 

dataset versions in detecting network intrusions. 

 

Fig 1 proposed Architecture 

c) Dataset collection: 

Data collection for the study involved the selection 

of five widely used datasets for network intrusion 

detection systems (NIDS). These datasets were 

chosen to ensure a comprehensive analysis and 

encompass a variety of attack types. The datasets 

considered include CIC-IDS2017, UNSW-NB15, 

NF-UNSW-NB15-v2, CSE-CIC-IDS2018, and 

NSL-KDD.  

 

Fig 2 CIC IDS 2017 

The Canadian Institute for Cybersecurity is 

highlighted as a primary source for most of these 

datasets [1]. Additionally, the survey conducted by 

Hnamte and Hussain [2] provided valuable insights 

into the diversity of attacks and aided in the 

selection process. Each dataset is structured as 

network flows, with traffic flows labeled to 

differentiate between attacks and benign traffic.  

 

Fig 3 CIC IDS 2018 

The characteristics of the datasets, such as the 

number of instances, features, attack categories, 

and the proportion of attacks. The datasets are 

available in various formats, including raw pcap 
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files and CSV files. In this study, CSV files were 

utilized to maintain consistency and focus on  

 

Fig 4 NF-UNSW-NB15 

exploring different projections into a lower-

dimensional subspace [3]. 

 

Fig 5 NSL-KDD 

 

Fig 6 UNSW-NB15 

d) DATA PROCESSING 

In the data processing phase, several steps were 

undertaken to ensure the integrity and quality of the 

datasets for network intrusion detection systems 

(NIDS). Firstly, duplicate data instances were 

removed to prevent redundancy and streamline the 

analysis process. This step helps in improving the 

efficiency of the subsequent analysis by eliminating 

unnecessary repetitions. Additionally, drop 

cleaning techniques were applied to handle missing 

or erroneous data. This involved identifying and 

removing or replacing incomplete or inconsistent 

data entries to maintain dataset integrity. By 

performing these data processing steps, the datasets 

were refined and prepared for further analysis, 

enhancing the reliability and accuracy of the 

subsequent modeling and evaluation processes. 

Overall, data processing plays a crucial role in 

ensuring the quality and reliability of the datasets, 

thereby facilitating meaningful insights and 

conclusions in the context of network intrusion 

detection systems. 

e) VISUALIZATION  

Visualization of data using Seaborn and Matplotlib 

is a fundamental aspect of exploratory data analysis 

(EDA) in various domains, including network 

intrusion detection systems (NIDS). Seaborn and 

Matplotlib are powerful Python libraries that offer 

a wide range of plotting functions and 

customization options to visualize data effectively. 

Seaborn provides a high-level interface for creating 

attractive and informative statistical graphics, while 

Matplotlib offers fine-grained control over plot 

elements and layouts. By leveraging these libraries, 

analysts can generate insightful visualizations such 

as histograms, scatter plots, box plots, and 

heatmaps to explore the distribution, relationships, 

and patterns within the datasets. These 

visualizations aid in gaining a deeper understanding 

of the data, identifying outliers, detecting trends, 

and informing subsequent modeling decisions. 

Overall, the combination of Seaborn and Matplotlib 

enhances the interpretability and communicability 

of data analysis results, facilitating informed 
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decision-making in NIDS research and 

development. 

f) LABEL ENCODING  

Label Encoding is a preprocessing technique used 

to convert categorical data represented as strings 

into numerical values, making it suitable for 

machine learning algorithms. In Label Encoding, 

each unique category or label in the categorical 

variable is assigned a unique integer identifier. This 

transformation enables algorithms to interpret 

categorical data as numerical features, facilitating 

model training and prediction. However, it is 

important to note that Label Encoding should be 

applied to ordinal categorical variables, where the 

order of categories holds significance. One 

common implementation of Label Encoding in 

Python is using the LabelEncoder class from the 

scikit-learn library. While Label Encoding is a 

simple and effective method for handling 

categorical data, it may introduce unintended 

ordinal relationships between categories, which 

could adversely affect the performance of some 

algorithms. Therefore, it is essential to use Label 

Encoding judiciously and consider alternative 

encoding techniques for nominal categorical 

variables. 

g) FEATURE SELECTION 

Feature selection is a crucial step in machine 

learning, especially for building effective predictive 

models in network intrusion detection systems 

(NIDS). It involves selecting a subset of relevant 

features from the dataset that contribute most to the 

predictive performance of the model while 

discarding irrelevant or redundant features. This 

process helps in improving model accuracy, 

reducing overfitting, and enhancing computational 

efficiency by focusing on the most informative 

attributes. Various techniques can be employed for 

feature selection, including filter methods, wrapper 

methods, and embedded methods. Filter methods 

assess the relevance of features independently of 

the learning algorithm, wrapper methods use the 

learning algorithm to evaluate feature subsets, and 

embedded methods incorporate feature selection 

into the model training process. By carefully 

selecting informative features, feature selection 

optimizes model performance and aids in extracting 

meaningful insights from the data in NIDS 

applications. 

h) TRAINING AND TESTING 

Training and testing are essential components of 

the machine learning workflow, including in the 

context of network intrusion detection systems 

(NIDS). Training involves using a portion of the 

available data to teach a model to make predictions 

or classifications based on input features. During 

training, the model learns patterns and relationships 

in the data, adjusting its parameters to minimize 

prediction errors. Once trained, the model is 

evaluated using a separate portion of the data called 

the test set. The test set serves as an independent 

dataset to assess the generalization performance of 

the model. By evaluating the model on unseen data, 

testing helps to estimate how well the model will 

perform on new, unseen data in real-world 

scenarios. This process enables practitioners to 

gauge the model's effectiveness, identify potential 

issues such as overfitting, and make informed 

decisions about model deployment in NIDS 

applications. 
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i) ALGORITHMS: 

1. Extra Tree Classifier: 

The Extra Trees Classifier is an ensemble machine 

learning algorithm that belongs to the family of 

decision tree classifiers. It builds a forest of 

decision trees and combines their outputs to make 

predictions.Extra Trees Classifiers are used to 

enhance the accuracy and robustness of intrusion 

detection systems. By utilizing an ensemble 

approach, this algorithm helps improve the 

detection of network intrusions by aggregating the 

results from multiple decision trees. It's particularly 

valuable in situations where a single decision tree 

might overfit to the data or miss patterns present in 

the network traffic. 

Fig 7 . Extra Tree Classifier: 

2. Artificial Neural Network (ANN): 

 Artificial Neural Networks are a class of machine 

learning models inspired by the human brain's 

neural structure. They consist of interconnected 

nodes (neurons) organized in layers, including 

input, hidden, and output layers. ANNs are capable 

of learning complex, non-linear relationships in 

data. And we have autoencoders in the hidden 

layers ANNs are employed for feature learning and 

network traffic pattern recognition. They can 

extract intricate features from network data and 

adapt to changing attack patterns. In the context of 

latent space dimensionality reduction, ANNs can 

help capture critical patterns while reducing data 

dimensionality, making them valuable for intrusion 

detection in a standardized latent space. 

 

Fig 8 Artificial Neural Network 

3. Voting Classifier: 

The Voting Classifier is an ensemble technique that 

combines the predictions from multiple machine 

learning algorithms to make a final decision. It can 

be "hard" (based on majority voting) or "soft" 

(weighted voting). Voting Classifiers are useful for 

increasing the reliability and accuracy of intrusion 

detection systems. By integrating the outputs of 

multiple algorithms, they reduce the risk of false 

positives and improve overall system performance. 

In the project, they help in evaluating the 

effectiveness of different algorithms on the 

standardized latent space. 
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Fig 9 Voting Classifier 

4. Stacking Classifier: 

Stacking is an ensemble technique that involves 

training multiple machine learning models and 

using another model (meta-learner) to combine 

their predictions. 

Stacking Classifiers are beneficial for improving 

the overall performance and robustness of intrusion 

detection systems. They allow the combination of 

multiple base models to enhance accuracy and 

adaptability. In the context of the project, stacking 

classifiers can provide a meta-level evaluation of 

different algorithms in the standardized latent 

space, offering insights into their combined 

effectiveness. 

This performance table pertains to the Drebin 

dataset. In a similar manner, we have created 

performance metrics tables for models that were 

trained using the  include CIC IDS 2018, UNSW-

NB15, NF-UNSW-NB15-V2, CSE-CIC-IDS2018, 

and NSL-KDD datasets. 

 

Fig 10 Stacking Classifier 

4. EXPERIMENTAL RESULTS 

Accuracy: The accuracy of a test is its ability to 

differentiate the patient and healthy cases correctly. 

To estimate the accuracy of a test, we should 

calculate the proportion of true positive and true 

negative in all evaluated cases. Mathematically, 

this can be stated as: 

 Accuracy = TP + TN TP + TN + FP + FN. 

 

Precision: Precision evaluates the fraction of 

correctly classified instances or samples among the 

ones classified as positives. Thus, the formula to 

calculate the precision is given by: 

Precision = True positives/ (True positives + False 

positives) = TP/(TP + FP) 
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Recall: Recall is a metric in machine learning that 

measures the ability of a model to identify all 

relevant instances of a particular class. It is the ratio 

of correctly predicted positive observations to the 

total actual positives, providing insights into a 

model's completeness in capturing instances of a 

given class. 

 

F1-Score: F1 score is a machine learning 

evaluation metric that measures a model's accuracy. 

It combines the precision and recall scores of a 

model. The accuracy metric computes how many 

times a model made a correct prediction across the 

entire dataset. 

 

 

Fig 11 CIC IDS 2017 - Performance   Evaluation 

table 

Fig12 CIC IDS 2018 - Performance   Evaluation 

table 

Fig13 NF-UNSW-NB15 - Performance  Evaluation 

table 

 Fig 14 NSL-KDD - Performance  Evaluation table  

Fig 15 UNSW-NB15 - Performance  Evaluation 

table  
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Fig 16 CIC IDS 2017 COMPARISON GRAPH 

 

Fig 17 CIC IDS 2018 COMPARISON GRAPH 

 

Fig 18 NF-UNSW-NB15 COMPARISON GRAPH 

 

Fig 19 NSL-KDD COMPARISON GRAPH 

 

 

Fig 20  UNSW-NB15 COMPARISON GRAPH 

 

Fig 21 Home page  
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Fig 22 sign up 

 

Fig23 sign in  

Fig 24NSL KDD 

 

Fig 25 upload input data  

 

Fig 26 predicted Result 

 

Fig 27 Nf-Unsw-Nb15 

Fig 28  upload input data   

 

Fig 29 Predict result  

http://www.ijasem.org/


   www.ijasem.org  

   ISSN2454-9940 

       Vol 18, Issue 2, 2024 

 

 

 

 
 
 
 
 

1272 
 

 

Fig 30 upload input data   

 Fig31predicted Result 

5. CONCLUSION 

The project successfully implemented a 

standardized latent space dimension using 

autoencoder-based dimensionality reduction, 

significantly enhancing Network Intrusion 

Detection Systems (NIDS). This approach 

addressed traditional NIDS limitations, such as 

adaptability to evolving threats and reliance on 

manual feature engineering. Machine learning 

models trained with the standardized latent space 

showed comparable performance to non-reduced 

datasets, validating the approach's viability. The 

extension algorithm demonstrated enhanced 

prediction accuracy through ensemble methods and 

adaptability to diverse intrusion scenarios. 

Integration of the Flask web framework with user 

authentication improved user engagement, enabling 

real-time intrusion event prediction and enhancing 

system usability and effectiveness. 

6. FUTURE SCOPE 

Further processing of latent spaces can determine a 

unified standard, distributable to the research 

community. Advanced techniques like stacked 

autoencoders can extract features to analyze latent-

space convergence with complex datasets. 

Analyzing single-attack class datasets, like 

Distributed Denial-of-Service, can reveal latent-

space dimension variations. Applying the standard 

latent space to other NIDS datasets evaluates its 

effectiveness. Comparing machine learning models 

using the standard space identifies optimal NIDS 

models. Collaborative efforts can expand the 

standard space by incorporating diverse datasets, 

enhancing NIDS model accuracy and reliability. 
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