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ABSTRACT: The detection of suspicious financial 

transactions has been a critical focus in the financial 

industry for decades. Traditionally, financial 

institutions employed rule-based systems for 

identifying potentially fraudulent activities. These 

systems rely on predefined thresholds and patterns, 

such as large transactions or frequent deposits, to flag 

suspicious activities. While effective to some extent, 

traditional systems face significant limitations. They 

often generate a high rate of false positives, requiring 

manual intervention to review flagged transactions. 

Additionally, these systems struggle to adapt to 
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evolving fraud patterns, making them less effective in 

detecting sophisticated financial crimes. The 

growing complexity and volume of financial 

transactions in the digital era have heightened 

the need for advanced detection mechanisms. 

Traditional systems fail to address the dynamic nature 

of financial fraud, leading to inefficiencies in 

preventing financial losses. This creates a pressing 

need for a more adaptable, accurate, and scalable 

approach to detecting suspicious transactions. The 

lack of adaptability in traditional methods, combined 

with the significant financial and reputational risks 

posed by undetected fraud, underscores the necessity 

of a more robust detection framework. The goal is to 

enhance the ability to detect anomalous patterns in 

financial data with minimal false positives while 

maintaining efficiency and scalability. The proposed 

system introduces an innovative solution that 

leverages an autoencoder-based model combined with 

a risk-based assessment strategy. This approach aims 

to capture subtle anomalies in transaction data that 

deviate from normal patterns, enabling the 

identification of suspicious activities. The integration 

of a risk-based framework ensures that the model 

considers contextual factors, reducing false alarms and 

prioritizing high-risk transactions for further analysis. 

This system addresses the limitations of traditional 

methods, providing a sophisticated, adaptive, and 

reliable tool for combating financial fraud. 

      INTRODUCTION: 

Suspicious financial transaction detection is a 

key area of concern in the financial industry, 

particularly in combating fraud and money 

laundering. The concept emerged in the 20th 

century with the introduction of the first fraud 

detection systems, relying on manual checks 

and basic software tools. In India, the 

Reserve Bank of India (RBI) and financial 

institutions have been actively working 

towards improving fraud detection 

techniques. According to the Financial 

Intelligence Unit of India (FIU-IND), there 

was a significant increase in suspicious 

transaction reports in recent years. In 2020 

alone, over 3.5 million suspicious transaction 

reports were filed, reflecting the growing 

challenge of financial fraud in the country. 

Traditional systems failed to keep pace with 

the complexity of financial crimes, including 

cyber fraud, phishing, and money laundering. 

In response, India has adopted various 

technological advancements to improve 

detection, including machine learning 

algorithms. The need for a more automated, 

accurate, and scalable solution has grown in 

the face of digital banking, e-commerce, and 

the increasing number of financial 

transactions. As the economy becomes more 

digitized, the financial sector must adapt to 

these changes by implementing more 

sophisticated detection modeles. 

LITERATURE REVIEW 

Singh & Best [1] proposed a method using 

data visualization to detect suspicious 

activities for anti-money laundering (AML). 
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They demonstrated how data visualization 

techniques could effectively identify unusual 

transaction patterns indicative of money 

laundering, offering a powerful tool for 

monitoring financial systems and improving 

compliance procedures in the banking sector. 

Whisker & Lokanan [2] examined the risks 

posed by mobile money in the context of anti-

money laundering and counter-terrorist 

financing. They discussed the challenges that 

mobile money presents, including its 

anonymous nature and the ease with which it 

can be exploited for illicit financial activities, 

and recommended strategies to mitigate these 

risks. Dobrowolski & Sułkowski [3] 

presented a sustainable model for 

implementing anti-money laundering 

measures aligned with the United Nations' 

development goals. They proposed an 

integrated approach that emphasizes 

sustainable financial systems and the role of 

AML in promoting global economic stability 

and development, while addressing the 

challenges of compliance in varying 

regulatory environments. Irwin et al. [4] 

analyzed typologies of money laundering and 

terrorism financing, focusing on the 

techniques and methods used to conceal illicit 

financial activities. They explored patterns 

and characteristics of these criminal 

activities, providing a comprehensive 

overview of how such practices can be 

detected and prevented through effective 

AML policies. 

Uthayakumar et al. [5] introduced a 

framework based on swarm intelligence for 

classification rule induction, applied to 

bankruptcy prediction and credit risk 

analysis. They showed how the application of 

machine learning techniques like swarm 

intelligence could improve prediction 

accuracy in financial sectors, particularly for 

detecting risks associated with money 

laundering. KOFIU [6] presented the risk-

based approach (RBA) standards for anti-

money laundering (AML) and counter-

terrorism financing (CFT) in financial 

investment businesses. This work highlighted 

how financial institutions can apply RBA to 

identify high-risk activities and tailor their 

compliance efforts accordingly, thereby 

optimizing the use of resources in combating 

financial crimes. Lee & Lee [7] shared their 

experiences and methodology for deploying 

and developing South Korea's anti-money 

laundering (AML) system. They discussed 

the integration of various regulatory 

frameworks and the challenges involved in 

creating a comprehensive system that 

effectively prevents money laundering while 

ensuring financial system stability. Pavlidis 

http://www.ijasem.org/
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[8] addressed the unintended consequences 

of implementing anti-money laundering 

standards, specifically those set by the 

Financial Action Task Force (FATF). The 

research examined how the FATF's strict 

compliance requirements may sometimes 

have negative effects, such as increasing 

financial exclusion, and suggested ways to 

mitigate these impacts. Celik [9] explored the 

impact of the FATF's recommendations on 

financial inclusion, drawing insights from 

mutual evaluations and national risk 

assessments. The study emphasized the 

balancing act between enforcing AML/CFT 

regulations and maintaining access to 

financial services, particularly for 

underserved communities. 

Jayasekara [10] discussed the challenges of 

implementing an effective risk-based 

supervision approach for AML and 

countering the financing of terrorism under 

the 2013 FATF methodology. The paper 

focused on the difficulties financial 

institutions face when adopting these 

complex systems and provided 

recommendations to enhance supervisory 

effectiveness. Raghavan [11] explored the 

integration of anti-money laundering 

practices into corporate governance and 

finance functions, with a focus on 

compliance with the Bank Secrecy Act 

(BSA) and anti-money laundering (AML) 

regulations. The study showed how AML 

requirements are reshaping corporate 

governance, emphasizing the need for stricter 

internal controls to prevent financial crimes. 

Raghavan [12] examined how AML 

regulations are influencing corporate 

governance structures and finance functions 

in financial institutions. He discussed the 

integration of AML practices into 

organizational frameworks and highlighted 

the evolving nature of compliance 

requirements, particularly in response to 

emerging financial crimes. Labib et al. [13] 

surveyed machine learning approaches for 

anti-money laundering (AML) and counter-

terrorism financing techniques. They 

reviewed various ML techniques, discussing 

how they can be applied to detect suspicious 

transactions, identify potential money 

laundering activities, and improve overall 

AML effectiveness. 

Cherif et al. [14] conducted a systematic 

review of credit card fraud detection methods 

using disruptive technologies. They focused 

on how advancements in AI and machine 

learning have significantly enhanced the 

accuracy of fraud detection systems, 

especially in the context of financial 
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transactions, which are often targeted by 

money laundering activities. Senator et al. 

[15] proposed an AI-based system designed 

to identify potential money laundering 

activities from large cash transaction reports. 

Their research introduced the Financial 

Crimes Enforcement Network's (FinCEN) AI 

system for detecting suspicious patterns, 

emphasizing the role of AI in automating the 

detection of financial crimes. Wang & Yang 

[16] introduced a decision tree-based method 

for evaluating money laundering risks. Their 

model used historical transaction data to 

classify transactions based on their risk 

levels, enabling more effective detection and 

prevention of money laundering activities. 

Zhang & Zhou [17] explored the use of data 

mining techniques in financial applications, 

focusing on how these methods can uncover 

hidden patterns in transaction data that may 

indicate illicit activities such as money 

laundering. They discussed the potential of 

data mining to enhance financial monitoring 

systems and improve the identification of 

financial crimes. 

3. METHODOLOGY 

Methodologies and Techniques Used to Build 

Suspicious Financial Transaction Detection 

System Using Autoencoder and Random Forest 

Classifier 

1. Web-Based Dataset Upload via Django 

Framework 

The system features a Django-based 

interface that enables secure and user-

friendly upload of CSV datasets containing 

financial transactions. The uploaded data 

typically includes transaction type, origin 

and destination balances, amount, and a 

binary label (isFraud) indicating whether a 

transaction is fraudulent. 

Key Features: 

• File validation and error handling 

• Support for large CSV files 

• Temporary storage and memory-effi-

cient processing 

 

2. Data Preprocessing & Transformation 

Before feeding data into machine learning 

models, a structured pipeline ensures 

cleanliness and uniformity. 

Techniques Used: 

• Null Value Handling: Missing val-

ues are either dropped or imputed us-

ing statistical methods (mean, me-

dian). 

• Label Encoding: Converts categori-

cal transaction types (e.g., 

'CASH_OUT', 'TRANSFER') into 

numerical format. 

• Feature Selection: Key attributes 

such as amount, oldbalanceOrg, 

newbalanceOrig, oldbalanceDest, 

and newbalanceDest are selected. 

http://www.ijasem.org/
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• Standardization: Features are scaled 

using StandardScaler to ensure 

zero mean and unit variance across 

dimensions. 

• Resampling: Addressing class im-

balance through techniques like up-

sampling minority classes to improve 

model generalization on rare fraud 

cases. 

 

3. Dimensionality Reduction via 

Autoencoder (Unsupervised Learning) 

An Autoencoder neural network is used to 

extract latent representations of transactional 

data, emphasizing the detection of 

anomalies. 

Components: 

• Encoder: Compresses high-dimen-

sional input into a latent space. 

• Decoder: Reconstructs input from 

the latent vector. 

• Loss Function: Mean Squared Error 

(MSE) measures reconstruction loss 

to train the network. 

Advantages: 

• Captures non-linear relationships be-

tween features 

• Learns compact feature representa-

tions that highlight anomalies (poten-

tial fraud) 

 

4. Fraud Classification via Random Forest 

Classifier (Supervised Learning) 

The encoded output from the Autoencoder is 

passed into a Random Forest Classifier 

(RFC) to predict fraudulent transactions. 

Key Characteristics: 

• Ensemble of decision trees 

• Bootstrap aggregation to reduce vari-

ance 

• Hyperparameter tuning (e.g., number 

of estimators, max depth) 

Advantages: 

• Robust to overfitting 

• Handles non-linear and high-dimen-

sional data effectively 

• Provides feature importance scores 

 

5. Model Evaluation Metrics 

To validate model performance, multiple 

evaluation metrics are computed: 

• Accuracy: Overall correctness of the 

model 

• Precision: Ability to correctly iden-

tify only frauds (low false positives) 

• Recall: Ability to capture all actual 

frauds (low false negatives) 

• F1-Score: Harmonic mean of preci-

sion and recall 

• Confusion Matrix: Breakdown of 

true/false positives and negatives 

Visual feedback is provided using seaborn 

heatmaps, enhancing interpretability for 

analysts and stakeholders. 

 

6. Real-Time Prediction & Results Display 

The trained Autoencoder + RFC pipeline is 

deployed in a Django interface for real-time 

prediction on new transactional data. 

Workflow: 

http://www.ijasem.org/
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• Upload new transaction data 

• Apply same preprocessing pipeline 

• Encode data using the trained Auto-

encoder 

• Predict using the Random Forest 

Classifier 

• Display labeled output in a tabular 

format (fraud / not fraud) 

 

7. Model Storage and Reusability 

To enhance efficiency and deployment 

readiness, the models are persisted to disk 

using: 

• .h5 for Autoencoder via TensorFlow 

• .pkl for RFC via joblib 

On subsequent use, models are loaded 

without retraining unless explicitly updated, 

ensuring quick startup and prediction times. 

Proposed System: 

The Suspicious Financial Transaction Detection 

Tool is a machine learning-powered system designed 

to assist financial institutions in identifying fraudu-

lent activities within large-scale transactional da-

tasets. It utilizes a hybrid architecture combining 

unsupervised anomaly detection and supervised 

classification, enabling high-accuracy, low-false-

positive fraud detection in real-time environments. 

At the heart of the system lies a two-stage 

pipeline: 

1. Autoencoder-based Feature Ex-

traction: An unsupervised neural 

network model trained to learn com-

pressed, latent-space representations 

of legitimate transaction patterns. 

The autoencoder flags anomalies 

based on reconstruction errors, effec-

tively isolating potentially fraudulent 

behavior that deviates from the 

norm. 

2. Random Forest Classifier (RFC): 

A robust, ensemble-based supervised 

learning model that consumes the 

compressed features from the auto-

encoder and classifies transactions as 

fraudulent or non-fraudulent. The 

use of decision-tree ensembles en-

sures high precision, interpretability, 

and resistance to overfitting. 

This architecture is deployed via a Django 

web interface, allowing secure uploading of 

transaction data, initiating model training, 

and displaying prediction results through a 

user-friendly dashboard. A batch inference 

module enables real-time scoring of incom-

ing transactions, supporting immediate risk-

based decision-making. 

The proposed system is designed with mod-

ularity and extensibility in mind. It supports 

easy integration with external data sources 

(e.g., user behavior logs, device data), and 

the underlying models can be continuously 

retrained with new labeled data to adapt to 

evolving fraud tactics. By combining deep 

learning’s ability to detect subtle patterns 

with the explainability of ensemble mod-

els, the system offers a balanced solution to 

the modern challenges of financial fraud de-

tection. 

 

Advantages of proposed system: 

Real-Time Anomaly Detection 

• The autoencoder enables immediate 

flagging of suspicious transactions as 

they occur, minimizing financial ex-

posure and enabling proactive re-

sponse. 

http://www.ijasem.org/
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✅ Context-Aware Fraud Modeling 

• Unlike static rule-based systems, the 

model adapts to behavioral patterns 

in the data, detecting emerging fraud 

trends without manual updates. 

✅ Layered Detection Framework 

• Combines unsupervised and super-

vised learning, increasing robustness 

and minimizing blind spots inherent 

in single-model systems. 

✅ Improved Accuracy & Reduced False 

Positives 

• The integration of autoencoders with 

Random Forests significantly re-

duces false alarms, directing analyst 

attention to genuinely suspicious ac-

tivity. 

✅ Explainability & Interpretability 

• Random Forests offer feature im-

portance scores and decision paths, 

allowing compliance teams to under-

stand why a transaction was flagged. 

✅ Scalable & Modular Design 

• The system is designed to handle 

millions of transactions efficiently, 

with scalable preprocessing, vector 

transformation, and classification 

pipelines. 

✅ Reusability & Offline Inference 

• Trained models are saved and reused 

via .h5 (Autoencoder) and .pkl 

(RFC), enabling offline predictions 

and rapid deployment in production 

systems. 

✅ User-Friendly Interface 

• The Django-based UI allows non-

technical users to upload datasets, 

monitor model performance, and re-

trieve prediction results in a tabular, 

downloadable format. 

✅ Customizable Thresholds 

• Risk thresholds can be configured to 

match institutional risk tolerance, en-

abling high-sensitivity or high-speci-

ficity modes depending on the use 

case. 

✅ Adaptability to Domain-Specific Data 

• The modular pipeline can be ex-

tended to include additional features 

such as geolocation, time-of-day, or 

user metadata for improved context. 

 

Fig.1: System architecture 

1. IMPLEMENTATION 

. Step 1: Dataset Upload via Web Interface 

• A Django-based frontend allows us-

ers to upload .csv datasets. 

• Uploaded files are stored temporarily 

and parsed for preprocessing. 

http://www.ijasem.org/
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Step 2: Data Preprocessing 

• Null Value Treatment: Missing val-

ues are either removed or filled using 

statistical methods. 

• Label Encoding: Categorical trans-

action types (e.g., 'TRANSFER', 

'CASH_OUT') are converted to nu-

merical format. 

• Feature Selection: Relevant col-

umns such as amount, oldbalance-

Org, newbalanceOrig, 

oldbalanceDest, newbalanceDest 

are retained. 

• Data Standardization: Standard-

Scaler is used to normalize numerical 

features. 

• Resampling: If the dataset is imbal-

anced, upsampling or downsampling 

is used to address class skew. 

Step 3: Model Building 

A. Autoencoder (Feature Extraction) 

• Architecture: 

o Input Layer: Same size as 

feature vector 

o Encoder Layers: Compress 

input to a lower-dimensional 

latent vector 

o Decoder Layers: Reconstruct 

input from latent vector 

• Training: 

o Loss Function: Mean 

Squared Error (MSE) 

o Optimizer: Adam 

o Output: Encoder model used 

for feature transformation 

B. Random Forest Classifier (Classification) 

• Trained using the output of the en-

coder (latent features). 

• Hyperparameters such as number of 

trees (n_estimators) and depth 

(max_depth) are tuned. 

• Model is saved using joblib. 

Step 4: Evaluation & Visualization 

• Models are evaluated using: 

o Accuracy 

o Precision 

o Recall 

o F1-score 

o Confusion Matrix (plotted 

using seaborn) 

• Evaluation metrics are displayed on 

the web interface along with model 

name and graphs. 

Step 5: Real-Time Prediction 

• A separate module enables uploading 

new unseen transactional data. 

• Preprocessing and feature extraction 

are applied to the new data. 

• Trained Random Forest model pre-

dicts labels: Fraudulent or Not 

Fraudulent. 

• Predictions are rendered in a table 

format via the Django interface. 

5. EXPERIMENTAL RESULTS 

 

Fig.1 Home Page of the Financial 

Transaction Detection 
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Fig 2: Common Registration for user and 

admin. 

 

Fig 3: : User login for using Transaction 

detection 

 

Fig.4: Sample Fraud Transaction Uploaded 

Dataset 

 

Performance metrics of the Existing DNN 

model 

 

Performance metrics of the Existing RFC 

model 

 

Performance metrics of the Proposed Auto 

Encoder + RFC model 

http://www.ijasem.org/
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Proposed model prediction on user uploaded 

test data. 

                 6. CONCLUSION 

The Research combines the strengths of 

Autoencoders for feature extraction and 

dimensionality reduction with the Random 

Forest Classifier (RFC) for robust 

classification to detect fraudulent 

transactions in financial datasets. This hybrid 

approach leverages the unsupervised learning 

capabilities of Autoencoders to identify 

hidden patterns and anomalies in transaction 

data while utilizing RFC's high accuracy and 

interpretability for classification tasks. The 

system's architecture ensures scalability, 

efficiency, and accuracy in fraud detection, 

addressing challenges posed by imbalanced 

datasets and complex transactional 

behaviors. The project significantly 

contributes to reducing financial losses and 

enhancing trust in financial systems. 
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