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Abstract: - In the domain of data mining and machine learning, 

dimensionality reduction plays a critical role in enhancing the performance of 

classification algorithms by eliminating redundant or irrelevant features. This 

paper presents a novel attribute reduction technique that integrates fuzzy 

rough set theory with a Maximal Discernibility Pair (MDP)-based approach to 

identify the most informative subset of attributes in datasets with uncertainty 

and vagueness. 

The fuzzy rough set model effectively handles imprecise and noisy data 

by leveraging the strengths of fuzzy logic and rough sets, allowing for more 

accurate estimation of data dependencies. The proposed MDP-based method 

focuses on identifying attribute pairs that exhibit the highest discernibility 

among instances belonging to different decision classes. By maximizing the 

discernibility between such instance pairs, our method ensures that the 

reduced attribute subset preserves the classification power of the original 

dataset. 

Experimental results conducted on benchmark datasets demonstrate 

that the proposed method achieves significant dimensionality reduction while 

maintaining or improving classification accuracy when compared with 

existing attribute reduction techniques. This work contributes to the 

development of more robust and interpretable feature selection methods in 

fuzzy environments. 

I. INTRODUCTION 

In the era of big data, datasets often contain a large number of 

attributes, many of which may be irrelevant, redundant, or noisy. Such high-

dimensional data poses significant challenges to machine learning and data 

mining algorithms, including increased computational complexity, risk of 

overfitting, and reduced interpretability of the models. Attribute reduction, 

also known as feature selection, is an essential preprocessing step aimed at 

selecting a minimal subset of relevant attributes that preserve the essential 

information and classification performance of the original dataset. 

Traditional attribute reduction methods are mostly based on statistical 

or entropy-based criteria, which may not effectively handle imprecise, 

uncertain, or vague data that are common in real-world applications. To 
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address this limitation, rough set theory was introduced by Zdzisław Pawlak 

as a mathematical tool to deal with vagueness and uncertainty in data 

analysis. Rough set theory does not require any preliminary or additional 

information about data, such as probability distribution or membership 

grade, making it a powerful tool for attribute reduction. 

However, classical rough set theory is limited to crisp (discrete) datasets 

and cannot efficiently process real-valued or noisy data, which is a major 

drawback in practical scenarios. To overcome this limitation, fuzzy set theory 

was combined with rough sets, giving rise to fuzzy rough set theory. This 

hybrid approach enables more flexible handling of imprecise and continuous 

data by introducing degrees of membership, thereby enhancing the ability to 

model real-world uncertainty. 

 

Fuzzy rough sets extend the lower and upper approximations of rough 

sets using fuzzy relations, allowing for a gradual classification of objects based 

on their similarity. The integration of fuzzy similarity measures into the rough 

set model allows it to function effectively in continuous or mixed-attribute 

spaces. Fuzzy rough set-based attribute reduction has thus emerged as a 

robust approach for feature selection in uncertain environments. 

Despite these advancements, the effectiveness of attribute reduction still 

depends on how well the attribute subset can discern between different 

decision classes. In this context, discernibility plays a central role. The 

discernibility matrix and discernibility function have been widely used to 

evaluate the discriminative power of attribute subsets. However, the 

traditional discernibility-based methods can be computationally expensive 

and inefficient when dealing with high-dimensional data. 
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To address these challenges, this paper proposes a novel Maximal 

Discernibility Pair (MDP)-based approach integrated with fuzzy rough set 

theory. The key idea is to identify those pairs of objects (instances) from 

different decision classes that exhibit the maximum discernibility, i.e., the 

greatest distinction in their attribute values. By focusing only on the most 

informative object pairs, the search space for attribute selection can be 

significantly reduced, leading to faster and more effective reduction. 

The proposed method constructs a fuzzy similarity relation among instances 

and determines the maximal discernibility pairs using a defined similarity 

threshold. The attributes that contribute most to differentiating these critical 

object pairs are selected to form the reduct set. This approach ensures that 

the most relevant and non-redundant attributes are retained while removing 

those that do not significantly contribute to class discrimination. 

One of the main advantages of the proposed method is its ability to balance 

reduction efficiency with classification accuracy. By leveraging fuzzy rough 

sets and focusing on maximal discernibility, the method improves both the 

computational speed and effectiveness of attribute reduction. Furthermore, it 

ensures better interpretability of the reduced model, which is highly desirable 

in domains such as medical diagnosis, financial analysis, and security. 

The performance of the proposed method is validated through extensive 

experiments on multiple benchmark datasets. These experiments compare 

our method with other well-known attribute reduction techniques in terms of 

reduction size, classification accuracy, and computation time. The results 

demonstrate that the proposed fuzzy rough set based MDP approach 

outperforms traditional methods, particularly in scenarios with uncertain or 

noisy data. 

In summary, this paper introduces a new perspective on attribute reduction 

by combining the strengths of fuzzy rough sets with a maximal discernibility-

based strategy. This contribution not only improves the theoretical 

understanding of attribute significance under uncertainty but also provides a 

practical solution for high-dimensional data analysis. 

II. LITERATURE SURVEY 

Attribute reduction is a crucial task in data preprocessing that aims to select 

a minimal subset of attributes without compromising the quality of data 

representation or classification accuracy. Over the years, numerous methods 

have been proposed, among which rough set theory and its variants have 

gained considerable attention. 

1. Pawlak (1982) introduced the classical rough set theory, a mathematical 

framework for dealing with vagueness and uncertainty in data. It relies on the 
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concept of lower and upper approximations to represent imprecise knowledge. 

Although effective for discrete data, classical rough sets lack the ability to 

handle real-valued and noisy data [1]. 

2. Dubois and Prade (1990) extended the classical rough set theory by 

integrating it with fuzzy set theory, leading to the development of fuzzy rough 

sets (FRS). Fuzzy rough sets use fuzzy relations to define approximations, 

thereby enabling the modeling of uncertainty in continuous domains [2]. 

3. Jensen and Shen (2004) proposed a fuzzy-rough attribute reduction 

technique that evaluates the significance of attributes using dependency 

degrees in fuzzy rough set models. Their approach was efficient for handling 

real-world noisy datasets and served as a foundation for later FRS-based 

reduction methods [3]. 

4. Tsang et al. (2008) introduced a heuristic method based on fuzzy-rough 

dependency to find optimal reducts. Their work showed that fuzzy rough sets 

can provide better generalization performance compared to traditional filter 

and wrapper methods [4]. 

5. Hu et al. (2008) presented an attribute reduction algorithm based on 

fuzzy-rough discernibility matrices. Their technique efficiently handled hybrid 

data and reduced computation complexity by focusing on fuzzy discernibility 

between pairs of instances [5]. 

6. Liang et al. (2010) developed a method for attribute reduction using 

information entropy in the context of fuzzy rough sets. Their work 

emphasized the use of entropy-based measures for selecting highly 

informative features while preserving classification performance [6]. 

7. Chen and Zhang (2012) proposed a fuzzy rough set-based multi-objective 

evolutionary algorithm for feature selection. Their approach optimized both 

the classification accuracy and the number of selected features, showing 

promising results on high-dimensional data [7]. 

8. Shen et al. (2013) further improved fuzzy rough set theory by introducing 

a generalized similarity relation for mixed-type data. They demonstrated its 

effectiveness in real-time data reduction applications such as network 

intrusion detection [8]. 

9. Deng and Hu (2014) proposed a discernibility-based method for fuzzy 

rough set attribute reduction that focused on maximizing the discernibility 

between objects of different decision classes. This laid the groundwork for 

incorporating maximal discernibility pair strategies [9]. 

10. Zhang et al. (2018) introduced an efficient fuzzy-rough set attribute 

reduction method based on neighborhood granulation and decision-relative 
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discernibility. Their model emphasized reducing computation by only 

considering decision boundary instances, which aligns with the current 

study’s focus on maximal discernibility [10]. 

These contributions illustrate the evolution of attribute reduction techniques 

from classical rough sets to fuzzy rough sets, and from exhaustive searches 

to heuristic and discernibility-based models. However, a key gap persists in 

balancing discernibility, computation time, and accuracy when dealing with 

uncertain and large-scale data. 

To address this, the current work introduces a Maximal Discernibility Pair 

(MDP)-based approach in the fuzzy rough set framework. Unlike traditional 

methods that rely on the full discernibility matrix, our method selectively 

identifies the most informative object pairs, reducing the search space and 

focusing computation on critical decisions. This approach offers better 

scalability and precision, particularly in real-world noisy datasets. 

III. RESEARCH GAP 

Despite the significant advancements in attribute reduction using rough set 

and fuzzy rough set theories, several challenges remain unaddressed in 

current literature: 

1. Scalability of Discernibility-Based Methods: 

Traditional discernibility matrix-based methods suffer from high 

computational complexity, especially when applied to large datasets 

with high dimensionality. Evaluating all possible object pairs becomes 

impractical and time-consuming. 

2. Handling of Continuous and Noisy Data: 

Classical rough set models are limited to discrete data and require 

discretization, which may lead to information loss. Although fuzzy 

rough sets improve upon this, many existing approaches do not fully 

exploit fuzzy similarity measures in a computationally efficient way. 

3. Redundant Attribute Selection 

Several fuzzy rough set-based methods consider dependency measures 

or entropy values but may still include redundant attributes that do not 

contribute significantly to class discrimination, thereby affecting 

interpretability. 

4. Suboptimal Use of Discernibility Power 

Existing fuzzy rough set approaches often compute global dependency 

or similarity measures but do not prioritize object pairs that are most 

difficult to discern. Such pairs typically carry the most useful 
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information for effective reduction but are underutilized in most 

algorithms. 

5. Lack of Targeted Attribute Reduction Strategy: 

Current models lack a focused mechanism to identify the most 

informative object pairs (i.e., those exhibiting maximal discernibility) 

and reduce the attribute space accordingly. This gap leads to 

exhaustive computations and suboptimal feature subsets. 

6. Insufficient Balance Between Accuracy and Reduction Size: 

Many existing models either maximize classification accuracy or 

minimize the feature count, but not both. There is a lack of optimization 

that maintains a trade-off between reduced attribute size and predictive 

performance. 

Given these gaps, there is a need for a new attribute reduction approach that 

can: 

• Efficiently operate on high-dimensional and uncertain data, 

• Focus only on the most significant object pairs, 

• Retain maximum discriminatory power, 

• Reduce redundancy, and 

• Improve classification performance. 

 

IV. PROBLEM FORMULATION 

This paper proposes a novel Maximal-Discernibility-Pair (MDP) based 

approach within the Fuzzy Rough Set (FRS) framework for efficient attribute 

reduction. The objective is to select a minimal and most relevant subset of 

features that preserves the decision-making capability of the dataset. 

Objective: 

To develop an attribute reduction algorithm that: 

• Identifies object pairs with maximum discernibility (i.e., least similarity 

from different decision classes), 

• Uses fuzzy rough set theory to handle uncertainty and continuous 

attributes, 

• Generates an optimal reduct set that ensures classification consistency 

and improves performance. 
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Input: 

• A decision table DT=(U,A∪{d})DT = (U, A \cup \{d\})DT=(U,A∪{d}), where: 

o UUU is the universe of objects, 

o AAA is the set of conditional attributes, 

o ddd is the decision attribute, 

o Attributes may be real-valued or categorical. 

Output: 

• A reduct R⊆AR \subseteq AR⊆A, such that: 

o RRR retains or improves the classification power of AAA, 

o Redundancy is minimized, 

o Computation is focused only on Maximal Discernibility Pairs. 

Methodology Summary: 

1. Compute fuzzy similarity relations among all objects using a suitable 

distance metric. 

2. Identify Maximal Discernibility Pairs (MDPs) — object pairs from 

different decision classes with lowest similarity scores. 

3. Determine the attribute subset that most effectively distinguishes these 

MDPs. 

4. Construct the fuzzy rough dependency measure for the selected subset. 

5. Optimize the reduce using a heuristic or greedy search strategy. 

This formulation addresses both theoretical and computational limitations of 

earlier methods by leveraging high-impact object comparisons while reducing 

the overall complexity of the reduction process. 

V. DESIGN METHODOLOGY 

The proposed approach combines the strengths of fuzzy rough set theory and 

the maximal-discernibility-pair (MDP) strategy to perform effective and 

efficient attribute reduction. The design consists of the following major steps: 

Step 1: Data Preprocessing 

• Normalize or scale continuous features to ensure fair distance 

comparisons. 

• Handle missing values if any. 
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Step 2: Compute Fuzzy Similarity Relation 

• For each pair of instances (x,y)∈U(x, y) \in U(x,y)∈U, compute fuzzy 

similarity sima(x,y)sim_a(x, y)sima(x,y) for each attribute a∈Aa \in 

Aa∈A. 

• The fuzzy similarity is calculated using a chosen similarity function 

(e.g., Gaussian or inverse distance). 

Fuzzy similarity  

 

Where γ\gammaγ is a control parameter. 

Aggregate similarities for all attributes to get an overall similarity matrix 

SIM(x,y)SIM(x, y)SIM(x,y). 

Step 3: Identify Maximal Discernibility Pairs (MDPs) 

• Select instance pairs (xi,xj)(x_i, x_j)(xi,xj) such that: 

 

These pairs are called Maximal Discernibility Pairs because they represent the 

hardest-to-separate instances from different classes. 

Step 4: Attribute Evaluation 

• For each attribute a∈Aa \in Aa∈A, evaluate its ability to distinguish 

MDPs. 

• Define a discernibility score for each attribute based on how well it 

differentiates MDPs: 

 

Step 5: Reduct Construction 

• Sort attributes in descending order of their discernibility scores. 

• Initialize reduct R=∅R = \emptysetR=∅ 
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• Iteratively add top-ranked attributes to RRR, and evaluate fuzzy 

dependency degree: 

 

• Stop when γR\gamma_RγR ≥ threshold (close to full dependency of 

original set A). 

Step 6: Output Final Reduce 

• The selected subset RRR represents the reduce, preserving decision 

quality while minimizing redundancy. 

Algorithm Pseudocode 

Input:  

    U: Set of instances 

    A: Set of condition attributes 

    d: Decision attribute 

    γ: Similarity control parameter 

    threshold: Dependency threshold (e.g., 0.95) 

Output: 

    R: Reduced attribute set (Reduct) 

Step 1: Preprocess data 

    Normalize features in A 

Step 2: Compute fuzzy similarity 

    for each (x, y) in U: 

        for each a in A: 

            sim_a(x, y) = exp(-γ * (a(x) - a(y))^2) 

        sim(x, y) = average(sim_a(x, y) for all a in A) 

Step 3: Identify MDPs 

    MDP = [] 

    for each (x, y) in U: 

        if d(x) != d(y): 
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            store (x, y) with sim(x, y) 

   MDP = top N pairs with lowest sim(x, y) 

Step 4: Calculate attribute discernibility scores 

    for each a in A: 

        score[a] = sum(1 - sim_a(x, y) for all (x, y) in MDP) 

Step 5: Build reduct R 

    Sort attributes by score[a] descending 

    R = [] 

    for a in sorted attributes: 

        R.append(a) 

        calculate fuzzy dependency γ_R 

        if γ_R ≥ threshold: 

            break 

Advantages of the Proposed Design: 

• Reduces computational cost by focusing on high-impact MDPs 

• Improves classification accuracy by retaining the most discriminative 

features 

• Naturally handles continuous and noisy data via fuzzy rough sets 

• Provides an interpretable and minimal subset of features 

VI. RESULTS AND DISCUSSION 

To evaluate the effectiveness of the proposed Fuzzy Rough Set based Attribute 

Reduction using Maximal-Discernibility-Pair (FRS-MDP) approach, we 

conducted extensive experiments on multiple benchmark datasets. The 

proposed method was compared with existing feature selection techniques 

including: 

• Classical Rough Set Reduction (RSR) 

• Fuzzy Rough Set with Full Dependency (FRS-FD) 

• Information Gain (IG) 

• Relief 

• Principal Component Analysis (PCA) (for reference) 
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The performance was evaluated using three standard classifiers: 

• Support Vector Machine (SVM) 

• Random Forest (RF) 

• K-Nearest Neighbors (KNN) 

6.1 Datasets Used 

The experiments were carried out on the following publicly available UCI 

datasets: 

Dataset Instances Attributes Classes 

Iris 150 4 3 

Wine 178 13 3 

Breast Cancer 569 30 2 

Vehicle 846 18 4 

Sonar 208 60 2 

 

6.2 Evaluation Metrics 

We used the following metrics for comparison: 

• Number of Selected Features 

• Classification Accuracy (%) 

• Execution Time (seconds) 

Each experiment was run 10 times, and the average results are reported. 

6.3 Comparison of Reduction Performance 

Dataset Method Features 

Selected 

Accuracy 

(SVM) 

Accuracy 

(RF) 

Accuracy 

(KNN) 

Time 

(s) 

Iris FRS-

MDP 

2 96.0 97.3 95.3 0.15 

 
RSR 3 94.7 95.3 93.3 0.22 

 
IG 3 94.0 94.7 93.3 0.09 

Wine FRS-

MDP 

5 97.1 98.0 95.6 0.29 

http://www.ijasem.org/


        ISSN 2454-9940 

       www.ijasem.org 

     Vol 19, Issue 2, 2025 

 
 
 

1701 

 
RSR 7 95.0 96.1 92.3 0.35 

 
ReliefF 6 94.3 95.4 91.2 0.18 

Breast 

Cancer 

FRS-

MDP 

10 98.6 98.1 96.3 0.42 

 
PCA 10 96.7 95.8 94.0 0.51 

Vehicle FRS-

MDP 

8 84.5 82.1 83.2 0.60 

 
RSR 10 81.3 80.2 79.6 0.75 

Sonar FRS-

MDP 

15 89.3 88.0 87.6 0.80 

 
FRS-FD 20 87.5 85.6 84.2 1.12 

 

6.4 Observations 

• The proposed FRS-MDP method consistently selects fewer features 

while maintaining or improving classification accuracy. 

 

• It outperforms traditional rough set and information-theoretic methods, 

especially on high-dimensional and noisy datasets like Sonar and 

Breast Cancer. 

• The use of Maximal Discernibility Pairs helps focus the reduction 

process on the most informative object comparisons, which leads to 

higher precision in feature selection. 
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• Execution time is relatively lower than exhaustive rough set-based 

methods, due to the focused evaluation of only maximal discernible 

pairs. 

6.5 Statistical Validation 

To validate the performance improvements, paired t-tests were conducted 

between FRS-MDP and other methods. The results showed that: 

• FRS-MDP’s accuracy improvements were statistically significant (p < 

0.05) on 4 out of 5 datasets when compared to RSR and ReliefF. 

• Feature reduction ratios (i.e., % of original features removed) were above 

50% in most cases, without significant loss of classification 

performance. 

VII. CONCLUSION 

In this paper, we proposed a novel Fuzzy Rough Set based Attribute Reduction 

technique utilizing the Maximal-Discernibility-Pair (MDP) strategy to address 

the challenges of high-dimensional and uncertain data. The integration of 

fuzzy rough set theory enables the model to handle continuous and imprecise 

information without requiring discretization, preserving the natural structure 

of real-world datasets. 

The key innovation in this work is the introduction of the MDP concept, which 

strategically identifies instance pairs from different decision classes with the 

lowest similarity. By concentrating the attribute evaluation process on these 

most informative and difficult-to-discern pairs, our method reduces 

computational overhead and improves reduction quality. Attributes are 

ranked based on their ability to distinguish these pairs, ensuring that only 

the most relevant features are retained in the final reduct. 

Experimental evaluations conducted on multiple benchmark datasets 

demonstrate that the proposed method consistently: 
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• Reduces the number of features significantly, 

• Improves or maintains classification accuracy across different 

classifiers, 

• Decreases computational time compared to traditional fuzzy rough and 

heuristic methods. 

Moreover, the FRS-MDP approach enhances the interpretability of the 

selected features while maintaining the discriminatory power of the original 

dataset, making it particularly suitable for sensitive applications such as 

medical diagnosis, security analytics, and industrial monitoring. 

In conclusion, the proposed MDP-based attribute reduction technique offers 

a robust, scalable, and intelligent solution for feature selection in fuzzy 

environments, bridging the gap between computational efficiency and 

decision-making accuracy. 
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